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Abstract
The need for citizens to better understand the ethical and social challenges of algorithmic systems has led to a rapid pro-

liferation of AI literacy initiatives. After reviewing the literature on AI literacy projects, we found that most educational

practices in this area are based on teaching programming fundamentals, primarily to K-12 students. This leaves out citi-

zens and those who are primarily interested in understanding the implications of automated decision- making systems,

rather than in learning to code. To address these gaps, this article explores the methodological contributions of respon-

sible AI education practices that focus first on stakeholders when designing learning experiences for different audiences

and contexts. The article examines the weaknesses identified in current AI literacy projects, explains the stakeholder-first

approach, and analyzes several responsible AI education case studies, to illustrate how such an approach can help over-

come the aforementioned limitations. The results suggest that the stakeholder-first approach allows to address audiences

beyond the usual ones in the field of AI literacy, and to incorporate new content and methodologies depending on the

needs of the respective audiences, thus opening new avenues for teaching and research in the field.
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Introduction
As the number of automated decision systems (ADS) based
on artificial intelligence (AI) grows, so does the interest of
citizens and regulators in the ethical and legal challenges
they pose (Barocas et al., 2019). Data and algorithms that
form part of ADS are subject to biases and other deficiencies
that may compromise the responsible use of these systems. In
addition, generative AI makes it possible to process existing
content, such as text, audio files and images, to create new
and original content that may confuse or misinform the audi-
ence. It is therefore clear that greater awareness on the part of
citizens, technology managers and regulators would help to
identify and ultimately mitigate the risks that may arise.

Educational efforts to provide citizens with that under-
standing are at the core of AI literacy. This is a movement
that aims to equip citizens with the cognitive tools necessary
to distinguish social processes governed by algorithms, and
to be aware of the risks and benefits they entail. Many defini-
tions of AI literacy have been formulated in recent years (Ali
et al., 2019; Laupichler et al., 2022; Long and Magerko,
2020; Ng et al., 2022; Steinbauer et al., 2021; Yi, 2021;
Zhang et al., 2022), and many projects have been promoted
in other fields with similar goals, such as data literacy
(D’Ignazio, 2017; Koltay, 2015; Mandinach and Gummer,

2013; Wolff et al., 2016), data ethics (Kerr et al., 2020;
Richterich, 2018; Zwitter, A. 2014), and responsible data
science (Getoor, 2019; Lewis and Stoyanovich, 2022).
Finally, recent meta-studies have analyzed progress in the
field by using systematic literature review methods
(Laupichler et al., 2022; Ng et al., 2021).

Conceptually, AI literacy is about citizens understanding
the social implications of AI. First and foremost, citizens are
interested in being aware of how the operation of ADS
poses ethical challenges regarding the transparency and
fairness of the social processes in which these systems are
involved. However, when analyzing the practice of AI liter-
acy, the literature reports that most of the experiences
present some limitations that move them away from the ori-
ginal conceptualization. This paper focuses on two of the
features of AI literacy found in the literature, listed below:
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• Regarding the target audience, currently, most educa-
tional practices in the field of AI literacy are aimed at
K-12 students (Kim et al., 2021; Leaton, 2020; Lee
et al., 2021; Mertala et al., 2022; Ng et al., 2022; Su
et al., 2022; Touretzky et al., 2019). While this is an
important audience, it is also necessary to involve the
adult population and higher education students. The
usual spectrum of most literacy proposals in new emer-
ging fields—i.e., media literacy, digital literacy, web lit-
eracy, etc.— is lifelong learning (Belshaw and Hilliger,
2022; Potyrała and Tomczyk, 2021; Rasi et al., 2021),
with practices taking place not only in formal settings,
but also in informal spaces (Eynon, 2021; Rayendra
et al., 2020) and under the umbrella of open learning
methods (Domínguez, 2017; Long et al., 2021; Sangrà
et al., 2019; Smyth and Breshears, 2017). The fact that
AI literacy is preferentially focused on K-12 students
narrows the scope of the initiatives and distances them
from other important populations, including users of
technology, decision-makers, and the public at large.

• Regarding the content of the learning experiences, cur-
rently most efforts focus on teaching about the technical
aspects of AI systems (Lee et al., 2021, 2022; Williams,
2021), with students spending most of their time prac-
ticing with simulations on how the data pipeline is orga-
nized to generate decisions (Ali et al., 2019; Ng et al.,
2022; Williams et al., 2019; Yannier et al., 2020).
While this hands-on approach is appropriate for foster-
ing deep learning about how an AI system works, it is
also necessary to teach about the ethical, legal, and
social implications of AI.

In this article, we address these two limitations of AI liter-
acy by proposing an approach to designing educational pro-
jects from the field of responsible AI. Responsible AI
education targets a broader range of audiences in formal
and non-formal education —from people in the digital
industry to citizens— and focuses more on the social and
ethical implications of AI systems. The suggested proposal
is embodied in a theoretical-practical formulation of a
“stakeholder-first approach”, which consists of specializing
instruction according to the stakeholder it addresses and the
context in which learning takes place. The assumption is
that by adopting a stakeholder-first approach, AI literacy
initiatives can increase the diversity of target audiences
and highlight the social issues of AI systems.

We describe the stakeholder-first approach and present a
study that applies this approach to analyze examples of
responsible AI education initiatives, to discover common
patterns in instructional design. Our findings can be valu-
able in guiding the development of AI literacy initiatives.
The study was guided by two research questions that
were related to addressing the two weaknesses that have
been previously identified in the literature on AI literacy:

1. Regarding the target audience of AI literacy, how can a
responsible AI education approach contribute to broad-
ening the typology of participants and adapting learning
strategies to the needs of each group?

2. Regarding the inclusion of social/ethical issues, how
can a responsible AI education approach broaden the
corpus of AI literacy by addressing the social implica-
tions of AI?

What follows is the path to addressing these questions.
Section 2 provides an analysis of the evolution of the
field of AI literacy and of the gaps that motivate this
study. Then, Section 3 presents the contribution of respon-
sible AI to educating about the social impact of ADS. Next,
Section 4 describes the pedagogical framework of the
stakeholder-first approach. In Section 5, the elements of
the framework are used as a reference to analyze the case
studies that explain the educational practice of responsible
AI, responding to the research questions. Section 6 con-
cludes with a summary of the stakeholder-first approach
and of the findings.

Overview of AI literacy
The definition of “literacy” has evolved from the origin of
the word, which refers to the ability to read and write, to
the most recent conceptualizations, which define literacy
as the ability to identify, understand, interpret, create, com-
municate, and calculate using printed and written materials
in various contexts (UNESCO, 2004). However, as the
concept has evolved, there has been an increasing emphasis
on the need to acquire a set of technical skills in order to be
literate.

The conceptualization of “digital literacy” has followed
a similar trajectory. Early definitions of digital literacy
referred to the ability to access, manage, evaluate, integrate,
create, and communicate information in a digital and net-
worked environment (Dobson and Willinsky, 2009;
Karpati, 2011; Reddy et al., 2020). Subsequent interpreta-
tions have developed the formulation of comprehensive
and increasingly technical frameworks for teaching and
assessing digital literacy (Antoninis, 2019; Vuorikari
et al., 2022; OECD, 2021). For example, the European
DigCom, one of the most widely used frameworks,
divides digital competence into five key dimensions —
information and data literacy, communication and collabor-
ation, digital content creation, safety, and problem solving
— where each dimension is further divided into a number
of sub-dimensions and assessment indicators (Vuorikari
et al., 2022). Similarly, UNESCO’s Digital Literacy
Global Framework identifies seven domains of digital liter-
acy: fundamentals of hardware and software, information
and data literacy, communication and collaboration,
digital content creation, safety, problem solving, and career-
related competences (Law et al., 2018).
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The case of “AI literacy” can be appropriately treated as
a subset of digital literacy (Kateryna et al., 2020; Pegrum
et al., 2018; Yang, 2022). (Note that the terms “AI literacy”
and “data literacy” are often conflated in the literature.)
Initiatives in the field of AI literacy are more recent than
in digital literacy: for example, Ng et al. (2021) document
the first academic references to AI and data literacy in
2014; and Laupichler et al. (2022) begin their literature
review in the context of higher education in 2016.
However, it should be noted that research on the relation-
ship between AI and learning has a longer history, and in
particular the scientific field of AI in education (AIEd) —
which is directly related to AI literacy (Wilton et al.,
2022)— that has been active for the past 30 years (Chen
et al., 2020).

According to the literature, most researchers working on
AI literacy come from data science and computer science,
and generally conduct research on specific intervention
cases aimed at teaching the basics of AI (Wang, 2020;
Zawacki-Richter et al., 2019). Unlike what happens with
digital literacy, where most pedagogical proposals are
based on a competency-based learning model, AI literacy
still lacks pedagogical designs based on outlines of skills
that students should acquire. Most projects are specific
approaches that combine the proposal of AI content to be
acquired by students, the definition of competencies, and
methodological schemes based on different learning theories
(Bartolomé et al., 2018; Hew et al., 2019; Chen et al., 2020;
Ng et al., 2023).

The lack of a broader pedagogical base leads to interpre-
tations of AI literacy that rely primarily on the content/
competencies that make up each educational experience.
Recent systematic literature reviews analyzing the evolu-
tion of AI literacy initiatives reveal a diversity of defini-
tions and educational experiences from different
approaches, as is typical of a nascent field (Koltay, 2017;
Laupichler et al., 2022; Ng et al., 2021; Wang, 2020). A
summary of this can be found in Appendix A, which
presents the main definitions of AI literacy, and the result-
ing content/competencies that are subsequently applied in
educational projects.

Regarding the educational levels and target audiences of
AI literacy experiences, Ng et al. (2021) reviewed existing
research and concluded that most focused on primary and
secondary school students, with only a few cases applying
to adult populations, university students, and teachers. A
similar approach was used by Laupichler et al. (2022) to
review AI literacy cases at the higher education level and
across the lifespan, with far fewer cases than at the K-12
level, and with most proposals targeting undergraduate stu-
dents, teachers and administrators, and some experiences
targeting AI literacy researchers or, in a few other cases,
open to anyone interested in the topic.

Finally, we highlight the key findings of recent system-
atic reviews that are of most interest to this paper in terms of

identifying the construct of AI literacy and educational
initiatives in this area. First, the most common conclusion
is that the term AI literacy is not yet well defined.
Second, there is consensus that AI literacy has more to do
with the usefulness of AI technology in everyday life than
with the technological development of AI applications.
Third, AI literacy is considered to be primarily about under-
standing AI and not about learning to design AI systems,
which in turn points to the need to overcome reliance on
programming exercises as the primary means of instruction
(Laupichler et al., 2022; Long and Magerko, 2020; Ng
et al., 2021).

Conceptualization of responsible AI
Like AI literacy, the field of responsible AI has evolved as
AI systems have become more prominent in society.
Responsible AI is closely associated with an ethical
approach to the design and development of AI systems,
which has led to fewer educational experiences and has
mostly focused on the corporate and professional settings
(Arrieta et al., 2020; Conradie et al., 2022; Dignum,
2019; Gupta et al., 2021; Lu et al., 2022; Wang et al.,
2020). In contrast, AI literacy is strongly influenced by
the field of AIEd, which has a long history of educational
practice in primary and secondary education (Wilton
et al., 2022).

Jobin et al. (2019) presented a systematic review that
leads to three main approaches to the initial foundations
of responsible AI: The first, more superficial, approach
recommends acting with “integrity” and clarifying the attri-
bution of responsibility and legal liability in contracts, as
well as focusing on remediation of negative impacts. The
second approach proposes to go deeper and suggests focus-
ing on the underlying reasons, and design and implementa-
tion processes, that may lead to potential harm from AI
systems. The third approach emphasizes the responsibility
of whistleblowing to identify potential harms, aims to
promote diversity among members of technical teams
designing AI, and introduces ethics in science and technology
education.

The focus of this paper is on two most recent trends: the
ethical control and evaluation of AI systems, and the social
awareness of their risks and benefits. First, with respect to
addressing the social issues involved in the design of AI
systems, the field of responsible AI seeks to identify the
ethical dimensions and criteria to be considered for accept-
able system performance. Most authors agree on a set of
essential ethical criteria to be taken into account in AI
systems, such as: transparency and privacy; equitable out-
comes for stakeholders; welfare of users, customers and
employees; bias and fairness of algorithms; transparency
and explainability; and reliability and safety (Schiff
et al., 2020). Following this scheme, many countries and
institutions have proposed criteria along the same lines
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to guide and eventually regulate the responsible develop-
ment and use of AI systems (United States Congress,
2022; Artificial Intelligence Committee, 2018; Beijing
Academy of Artificial Intelligence, 2019; European
Commission, 2020; Government of Canada, 2021;
Montreal Declaration Responsible AI, 2018; OECD,
2019; UNESCO, 2021). Still, some disagreements
remain —mainly about how these principles should be
understood and what other elements there may be
(Ghallab, 2019; Jobin et al., 2019; Wang et al., 2020),
and how the criteria should be applied in practice
(Birhane et al., 2022; Hagendorf, 2020; Peters et al.,
2020; Schiff et al., 2020). Table 1 summarizes an essential
scheme proposed by Murad (2022).

Dividing the principles into two groups—first-order and
second-order— helps clarify the variety of governance
orientations that responsible AI frameworks suggest to
those responsible for designing ADS. According to
Murad (2022), first-order principles represent the ideals of
responsible AI use, and concern “what” should be evaluated
in the design and deployment of algorithmic systems.
Second-order principles address “how” to ensure that the
first set of principles is met.

Closely related to the principles of responsible AI gov-
ernance are the actors to whom these guidelines are
addressed, and the stakeholders in the system deployment

process (Clarke, 2019). In this context, the term stakeholder
refers to the users of AI systems, as well as any individual,
group, or organization that can influence or be influenced
by AI systems (Deshpande and Sharp, 2022). The literature
review by Jobin et al. (2019) identifies the collectives that
are primarily responsible for AI actions and decisions:
developers, designers, industry, policymakers, and institu-
tions. And Murad (2022) rearranges and clarifies the role
of these stakeholders in ensuring the responsible design
and use of AI as follows:

• Civil society. These are the groups of individuals affected
by AI systems, as well as public interest groups that could
be involved in the design and use of the systems, particu-
larly those who are at high risk of harm.

• Public entities. These are organizations responsible for
regulating, assessing and holding owners of AI systems
accountable.

• System owners. These include individuals, groups and
organizations responsible for the implementation, design,
development, and maintenance of an AI system, which
would be responsible for establishing both purchase
requirements and vendor obligations based on responsible
use principles.

The involvement of civil society as a stakeholder in respon-
sible AI actions is an important trend that directly links this
area to that of AI literacy. Civil society as a stakeholder
refers to the idea of raising public awareness about the
risks and benefits of AI, and is mainly implemented
through educational initiatives. Educational initiatives are
also important for other stakeholders. For example, Wang
et al. (2020) analyzed a set of practices representative of
responsible AI implementation in companies, and grouped
them into four categories: data governance, ethical design
solutions, human-centered oversight/risk control, and train-
ing and education. Focusing on the group of educational
practices of interest here, according to Wang et al. (2020),
the role of educational programs in companies is to
provide managers and employees with a deeper understand-
ing of the ethical use of AI and data. Courses, mentoring
systems, cross-functional team-based training, and self-
learning are the most common educational practices that
help employees develop the mindset and culture of ethical
AI.

Finally, regarding the learning methods implemented in
responsible AI educational initiatives outside the corporate
space, authors such as Dignum (2021), Jobin et al. (2019),
and Luckin and Cukurova (2019) focus on how a responsible
and trustworthy view of AI relates to and influences research
on education and learning. Their proposals aim to deepen the
relationship between education studies on the one hand, and
AI research and development on the other hand, with the goal
of mutual benefit: both to increase the understanding of

Table 1. Principles for the responsible use of AI systems (Murad,

2022).

First-order principles Second-order principles

• Fair and
non-discriminatory: Actively
assesses, monitors, and

mitigates bias; aims to produce

properly calibrated fairer

outcomes and decisions.

• Explainable: Able to produce

interpretable justification for

the decisions produced.

• Secure: Enacts effective
controls to protect systems

from threats; actively flags and

mitigates vulnerabilities.

• Robust: Consistently meets

accuracy and performance

requirements and is robust to

perturbations.

• Upholds data privacy
rights: Protects data privacy
rights and conforms to existing

data laws for both direct and

indirect users.

• Safe: Avoids harm for

impacted users and aims to

promote human wellbeing.

• Ensuring transparency
of the system: At a basic

level, transparency

translates to system

visibility, and at a more

sophisticated level, it

reflects the system’s
performance on

first-order principles.

• Ensuring
accountability of the
system: This refers to the

ability of system owners

to explain their actions

(and failings) and take

responsibility for them.

• Preserving human
agency and possibility
for recourse: When a

system fails and adversely

impacts an individual, the

concerned individual

should have a clear

recourse process to

follow in order to rectify

the error.
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educational dynamics among AI developers, and to help tea-
chers and students understand and trust the use of AI.

A stakeholder-first approach to
responsible AI education
The practice of responsible AI education points to a meth-
odological pattern that puts the stakeholders of AI systems
at the center, mainly due to the importance of different types
of stakeholders in promoting responsible principles, as dis-
cussed above. In order to sequence the type of instructional
design that results from applying a primarily stakeholder-
based approach, we have defined a methodological scheme
that begins with stakeholder identification —i.e., to whom
is the instruction addressed, what is the profile of the stake-
holders and the context in which they are involved— and
has implications for content —i.e., what is to be learned—
and didactic methodology —i.e., how the learning will
take place, in terms of the learning resources involved and
the learning strategies to be applied— (Figure 1).

Learner-centered frameworks have strong pedagogical
foundations and are standard in many educational
approaches. Within this umbrella, two of the most important
current trends in instructional design stem from the theories
of student-centered learning and competency-based learn-
ing. Both are clearly related to the stakeholder-first
approach, but they also have certain differences: the
student-centered approach revolves around the idea of
adapting the methodology to the needs of the students
(Hoidn and Reusser, 2020), while the competency-based
approach focuses more on learning outcomes and their
assessment (Gervais, 2016; Voorhees, 2001). However,
the main similarity with the framework presented here is
that the content to be taught is secondary to the learning
design, in the sense that it does not determine the instruc-
tional process.

How this framework works in the context of responsible
AI educational projects is explained below, and the table in
Appendix B summarizes all the dimensions involved:

(1) To whom the learning experiences are addressed. As
seen, the large impact of AI systems on society means that
the number of stakeholders affected by these systems is
very large. (Clarke, 2019) gives examples that can be

classified into the groups of system owners, public
bodies, and civil society, such as: drivers and occupants
of a self-driving vehicles, pedestrians, and those responsible
for directing traffic (self-driving cars example); workers,
contractors, insurance companies, and other workers
excluded in AI-based contracting processes (AI-assisted
hiring and employment); or patients, healthcare profes-
sionals, and health insurers (implanted medical devices).
Adapting responsible AI education projects to these stake-
holders involves not only identifying the target audiences,
but essentially tailoring the entire education project to
each profile, taking into account the background of each
one, the role they play in the process of using/evaluating
AI systems, and the actions they can take. For example,
in some cases, it may only be of interest that the stake-
holders targeted by the educational project have informa-
tion about the operation of the system that affects them.
In other cases, it may be more appropriate for them to
know the regulatory framework in which the system is
involved. In other cases yet, stakeholders may need
access to resources to claim damages caused by the automa-
tion of a certain process.

(2) What content is proposed. We share the view that
content on “responsibility” should be included in all
phases of the learning cycle in the field of responsible AI
(Lewis and Stoyanovich, 2022). This, together with the
focus on the stakeholder profile and the context of the
experiences, implies the need to approach the concept and
principles of responsible AI from very different angles to
meet the needs of each target group addressed by the edu-
cational experiences. Thus, the content on responsibility
in stakeholder-oriented education can take different regis-
ters, such as responsibility in the design of AI systems, in
data management, in the interpretation of results, in the ana-
lysis of social impacts, in legal implications, etc.

(3) How learning is supported. Two major dimensions of
didactic methodology are addressed here:
• Learning resources should be relevant to the participants

and appropriate to their profile and educational level. For
example, to address the challenge of teaching data inter-
pretability to undergraduate and graduate students, one
may use as a resource “objects-to-interpret-with”—a
pedagogical construct inspired by Papert’s (1980)
“objects-to-think-with”—so that students can acquire

Figure 1. Generic instructional design framework of the stakeholder-first approach.
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heuristic and contextualized knowledge. For introduc-
tory courses on responsible AI targeting the general
public, supplementary resources like videos, comics,
simulations, etc., can help simplify complex terminology
and reduce cognitive load (Lewis and Stoyanovich,
2022).

• Learning strategies can be adapted to the following two
scenarios and their combinations:

• People with technical background. This is the case of
the courses on responsible AI for computer science
and data science students in higher education settings.
These types of courses provide technical knowledge
about the process of introducing responsibility in
the design of AI systems, as well as ethical learning
opportunities applied in specific social contexts
once the system is running. In these cases, it is pro-
posed to rely on methodologies with a constructivist
pedagogical foundation to maximize student engage-
ment through hands-on programming and visualiza-
tion, connecting theory through applied activities
and ongoing research in practice (Barnes et al.,
2017; Hundhausen et al., 2002).

• People with non-technical background. This may be
the case for courses aimed at the general population
in informal education contexts, or for educational
initiatives aimed at a broad spectrum of people
affected by AI. The approach here is also based on
constructivist theory, which promotes active learning,
starting from the student’s interest and through
sequential processes. But it also includes other sim-
plified methods that facilitate the holistic understand-
ing of responsibility in uninitiated audiences through
the use of simulations, case studies, and discussion-
based learning. In these open and informal learning
situations, it is equally important to include social
dynamics in the group, such as learning circles, simu-
lations of AI ethical challenges, or peer-to-peer
learning.

Analysis of case studies of responsible AI
education practices

Case study descriptions
The cases presented here are drawn from responsible AI edu-
cation projects, and their analysis seeks to identify the dis-
tinctive characteristics of the implementation of the
stakeholder-first approach. These cases represent a limited
sample of current responsible AI education efforts, and col-
lectively include a variety of instructional design elements.
Notably, not all cases have all the characteristics of the
stakeholder-first approach.

The following selection criteria were applied: (1)
represent educational practices focused on teaching the
principles of responsible AI and designed with the target

audience as a priority; (2) show initiatives from different
contexts and with different audiences, with a focus on
higher education and lifelong learning; (3) are designed as
a course, not as a set of resources or groupings of content;
(4) the approach/curriculum and learning practices are
open access to allow for information analysis and data con-
trast. The case studies are summarized in this section, with
details in Appendix C.

Case 1: Responsible AI, Law, Ethics & Society (Gal
et al., 2023; Hod et al., 2022). This course is offered to
undergraduate and graduate students with diverse disciplin-
ary backgrounds from Boston University (USA), Tel Aviv
University (Israel), the Technion (Israel), and Bocconi
University (Italy). The course discusses how the use of AI
systems raises challenges and concerns in key areas such
as accountability, responsibility, fairness, transparency,
and privacy. It takes an interdisciplinary approach when
presenting ways to address these challenges.

The methodological approach also emphasizes interdis-
ciplinarity and active work of the participants. It is pro-
posed to deconstruct the issues involved throughout the
life cycle of AI systems—design, development and imple-
mentation— from the perspective of different disciplines,
and to reconstruct solutions with an integrated mindset,
from principles and practices located between data
science, ethics and law. To this end, students from differ-
ent disciplinary backgrounds work in teams and perform
joint tasks in a series of in-class sessions, including lec-
tures and discussions.

Case 2: Data: Past, Present, and Future (Jones and
Wiggins, 2023). This is a Columbia University (USA)
course designed for undergraduate students from a variety
of backgrounds, including engineering and applied
sciences, general studies, arts, and sciences. This course
introduces students to both critical thinking and practice
in understanding how data-driven algorithms shape our pro-
fessional, personal, and political realities. In addition, the
course reviews the key concepts in “small data” statistics
and introduces students to recent trends in computational
data exploration.

The methodology proposes that students be divided into
two tracks based on their backgrounds: students with less
technical knowledge do more technical work, which
includes problem solving, while students with a more tech-
nical background do more humanistic work, which includes
longer writing assignments.

Case 3: Responsible Data Science (Stoyanovich, 2023).
This is a New York University (USA) course for under-
graduate and graduate students in computer science, data
science, and information technology. The course focuses
on the “second wave” of data science, which deals with
ethics and responsibility in data-driven systems, including
legal compliance, data quality, algorithmic fairness and
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diversity, data and algorithm transparency, privacy, and
data protection. The goal is to address the design of data-
driven algorithms by considering their impact on indivi-
duals, population groups, and society at large.

The methodology follows that of a typical technical
course, augmented with critical reading, writing, and dis-
cussion. Learning activities consist of a series of lectures,
hands-on labs, individual homework assignments, and a
course project, conducted in small teams.

Case 4: We are AI (Corbett and Stoyanovich, 2023).
This is an open course developed by the Center for
Responsible AI (New York University, USA), and offered
to the public in 2021 in online and in-person modalities,
with the support of Peer-2-Peer University, a public educa-
tion non-profit, and the Queens Public Library. The course
explains the basics of AI, including how AI-based systems
—which are often invisible to the public— “learn” from
data to make decisions. The primary focus is on helping
learners understand how AI is affecting the way we do
things on the Internet, and how it is driving decisions in crit-
ical areas like hiring, education, and law enforcement.

The course uses a methodology based on learning
circles, which can be face-to-face or online, and consist of
facilitated study groups for people who want to meet regu-
larly and learn about a topic with others. In a learning circle,
there are no teachers or students: it is a group in which
everyone learns together. The facilitator sets the meeting
schedule, keeps the group on task during the meetings,
and supports each learner’s participation and goals. Group
activities include watching short instructional videos, par-
ticipating in guided discussion, and completing short learn-
ing tasks. As an additional resource, a series of comics is
provided to help supplement learning in the circles.

Case 5: The Algorithmic Transparency Playbook (Bell
et al., 2022, 2023). This is an open course, aimed at technol-
ogy industry practitioners, organizational decision makers,
policymakers, and regulators. The course aims to raise aware-
ness of the importance of improving the levels of transparency
of ADS among those who are designing and overseeing the
use of these systems. The course provides a playbook, detail-
ing how to influence change and implement algorithmic trans-
parency forADS inorganizations. It discusses guidelines, best
practices, and recommendations for algorithmic transparency
to avoid potential risks and mitigate harm.

The course is offered online and is based on self-paced
study, providing participants with resources that explain
what algorithmic transparency is, guiding them through
case studies, explaining the transparency best-practices
that can be used to effect change at the organizational
level, and offering technical and design guidelines for
implementing transparency in practice.

Case 6: Principles of Data Science Ethics (Bruce et al.,
2023). This is an open online course on the EdX platform,

aimed at practitioners and managers in the field of digital
technologies. The course aims to mitigate the harmful
effects of machine learning algorithms and AI models by
training the developers and implementers of these algo-
rithms in the field of data science ethics. It provides guid-
ance and practical tools to build better models, as well as
an audit process to follow to review them. Ultimately, par-
ticipants will be able to establish a responsible data science
framework for their projects.

The methodology is self-paced and includes watching
instructional videos, participating in forums, and providing
case studies along with Python code.

Case 7: Data Science Ethics (Jagadish, 2023). This is an
open online course offered on the Coursera platform for the
general public interested in digital technologies and AI. The
course addresses ethical considerations related to the
privacy and control of consumer information and big
data. It provides a framework for analyzing these concerns
by examining the ethical and privacy implications of the
collection and management of big data. Emphasis is
placed on the impact of the field of data science on
society and on the principles of fairness, accountability,
and transparency.

The methodology is based on students’ self-regulated
learning and includes watching instructional videos, partici-
pating in discussion forums, and completing assignments at
the end of each module.

Findings
Several findings emerged from the application of the
stakeholder-first approach as an analytical framework to
identify regularities in the case studies (Blyth and
Velissaratou, 2019). We analyzed how the pedagogical ele-
ments of the case studies vary according to their target audi-
ence, taking into account the variables involved in
responsible AI education projects. The analysis consisted
of three exercises. First, the information from each case
was operationalized according to the pedagogical dimen-
sions of the stakeholder-first approach described in
Section 4 and summarized in Appendix B, and organized
according to the general instructional design sequence out-
lined in Figure 1 (see Table 2). Next, the cases were
grouped according to the type of stakeholder they target,
i.e., civil society, public entities, and system owners.
Finally, a thematic analysis was conducted to describe the
resulting pedagogical patterns (Clarke and Braun, 2014).

The purpose of the study is to provide a basis for inves-
tigating how the instructional design of educational projects
differs based on the target stakeholders. The goal is to iden-
tify patterns that can be applied to other AI literacy educa-
tional contexts.

The results of the analysis of how the pedagogical ele-
ments of the cases vary according to their target audience
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are presented below. The analysis consisted of two exercises:
first, the cases were grouped according to the type of stake-
holder targeted —i.e., civil society, public entities, and
system owners— and then the resulting pedagogical patterns
were described by organizing the information according to
the general instructional design sequence of the stakeholders-
first approach described in Section 4 and in Figure 1.

Focus on civil society
Case 1 (Gal et al., 2023; Hod et al., 2022), Case 2 (Jones
and Wiggins, 2023), Case 4 (Corbett and Stoyanovich,
2023), and Case 7 (Jagadish, 2023) are aimed at civil
society, with an important distinction between learners
with technical and non-technical profiles (learning scheme
in Figure 2). For the technical profiles, the focus is on
ethics, legal issues, and principles of responsible AI. For
the non-technical profiles, the focus is on the context in
which the system is situated, along with a social approach
to the principles of responsible AI. The methodology in
these cases is aligned with the learning objectives, which
are also different for the two profiles:

• For technical profiles, the interest is in providing prac-
tical skills related to the implementation of responsible
AI. The learning strategies are mainly based on case
studies, hands-on laboratory work (programming assign-
ments), and applied projects.

• For non-technical profiles, the aim is to teach about
general functioning of these systems and to raise aware-
ness of the risks/benefits of their applications in society.
Therefore, the learning strategies are based on socializa-
tion, through group work or learning circles, based on
real-life examples, such as the use of AI in hiring, health-
care or education.

Focus on public entities
Case 5 (Bell et al., 2022, Bell et al., 2023) is aimed specif-
ically at agents responsible for overseeing the use of ADS
(see instructional scheme in Figure 3). It focuses on the prin-
ciple of transparency, the importance of which is widely
recognized in the field of responsible AI. It is an initiatory
approach that seeks to explain in a simple way the main ele-
ments to be taken into account when it comes to analyzing
algorithmic systems. But it also offers some methodological
resources that can be applied to ensure transparency, which
could eventually be the goal of regulation.

It therefore follows a didactic scheme based on provid-
ing information on what the principle of transparency con-
sists of, together with a series of assumptions that exemplify
real situations in which its compliance can be audited. The
learning strategy is based on guidance to lead the discussion
on the elements of transparency and is also supported by
learning resources such as case studies, good practices
and recommendations for implementation and auditing.

Figure 2. Stakeholder-first approach to responsible AI education with a focus on “civil society”.

Figure 3. Stakeholder-first approach to responsible AI education with a focus on “public entities”.
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Focus on system owners
The cases addressed to the system owners are Case 3
(Stoyanovich, 2023) —focusing on future data scientists,
i.e., practitioners—, Case 5 (Bell et al., 2023; Bell et al.,
2022) —this one together with a focus on public entities
— and Case 6 (Bruce et al., 2023). This audience includes
a variety of profiles, such as technology industry profes-
sionals, organizational leaders and managers, who are
expected to have different types of technical knowledge.
As a result, the learning objectives for them are set at two
levels: to apply the principles of responsible AI to the
design of algorithmic systems, and to engage in the
day-to-day management and oversight of these systems. It
is assumed that there are a number of technical require-
ments to make an AI system responsible, and that contextual
knowledge about the social implications of AI is also
required to ensure their social and ethical appropriateness.
Thus, the educational content encompasses the dual sense
of responsible AI principles and social contextualization of
AI. Likewise, the methods group together the set of strategies
seen for the two profiles —technical and non-technical —of
civil society actors (see Figure 4): project work, case studies,
social engagement, and exemplifications.

The format of the courses aimed at system owners
focuses on student self-learning, in one case with a
massive open online course (MOOC) model, and in the
other case in the form of a playbook without a social plat-
form or teachers per se. In both cases, however, there is a
common need for guidance for those responsible for design-
ing and evaluating the technologies: either directly (in the
case of the MOOC) through tutoring or forums, or indir-
ectly (in the case of the playbook) through counseling mate-
rials and guides.

Conclusions
This paper discusses the characteristics of the “stakeholders
first” approach, a framework based on the design of educa-
tional initiatives in the area of responsible AI, to address
two limitations identified in the literature on AI literacy pro-
jects: (1) an emphasis on K-12 students, and the lack of

responsible AI offerings for citizens and university stu-
dents; and (2) an emphasis on the technical components
of algorithmic systems and the lack of attention to the
social implications of AI. The stakeholder-first framework
was used to analyze seven cases of responsible AI educa-
tion projects in order to extract pedagogical regularities
that emerge from different learning contexts and with dif-
ferent target groups. The analysis showed that responsible
AI education projects have a wide scope, expanding the
target groups beyond the usual ones in the field of AI liter-
acy and including new content and methodologies accord-
ing to the needs of stakeholders.

On a methodological level, the stakeholder-first approach
proposes to shift the focus of AI literacy from the content to
be learned to the target audience and the contexts in which AI
systems are used. This has several advantages for civic AI
literacy:

• It allows a better analysis of the situation of the students,
the level and the type of profile targeted by each educa-
tional experience. The analysis of the cases shows that
citizens can acquire responsible AI competencies
through a variety of learning strategies, provided that
the strategies are adapted to each type of audience.

• By focusing first on the recipients of the training, it is
possible to propose more appropriate content. The
cases showed that the learning content was divided
into two groups, used according to the target audiences:
content dealing with the basic principles of responsible
AI, aimed at technical audiences; and content on con-
textual aspects of the ethical use of AI, aimed at non-
technical audiences.

• It allows the adaptation of the methodology. For tech-
nical university audiences, projects, laboratories, and
lectures are proposed; for professionals, guidance and
practical implementation cases; and for civil society,
contextualized examples and peer support to encourage
participation and engagement.

Most of the responsible AI cases analyzed here have citi-
zens as the target audience, with the following features to
consider in order to improve the AI literacy approach:

Figure 4. Stakeholder-first approach to responsible AI education with a focus on “system owners”.
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• As with the other audiences, both technical and non-
technical profiles can be found in the civil society
group. Adapting instructional design for technical pro-
files consists of focusing on aspects that allow AI
systems to be adapted to legal and ethical requirements
from an applied point of view, for example by referring
to good practices, with laboratory experiments, or by
working on projects. And in the case of non-technical
profiles, adaptation consists of interpreting AI systems
in the contexts where they are used (e.g., employee
selection, leisure in social networks, or education
system), using examples from everyday problems (e.g.,
with case studies or practical situations), and supporting
learning about how AI works in participatory dynamics
to make it meaningful and to understand the real effects
of the technologies(e.g., group work, learning circles, or
discussion in forums).

• The learning content for civil society focuses more on
the contextual aspects of AI than on the technical realiza-
tion of these principles. This means that when the target
audience is citizens, the most relevant questions about
AI shift from the technological aspects to a more
social dimension. Issues related to the social impact of
AI that fall into this category include bias management,
content moderation, ethical issues in automated decision
making, data ownership, and informed consent.

Regarding the presence of computational skills in IA educa-
tional programs, the results of the study suggest that it is pref-
erable to focus first on how different audiences can better
appropriate the topics to be taught. For example, educational
initiatives that incorporate programming skills may be most
appropriate for those audiences who want to enter the field
of computer science or data science (e.g., the technical uni-
versity profile) or those who are directly involved in imple-
menting the systems (e.g., public institutions). That being
said, all audiences —both technical and non-technical—
will have a better understanding of AI if they develop critical
thinking skills, reflection on the impact of technologies, or
ethical evaluation skills of digital applications.

Overall, the results of the study have implications for
both the practice of AI literacy and responsible AI educa-
tion. The proposed framework can be a useful tool for
designing educational projects in fields with a strong
focus on literacy practice, such as non-formal education,
open learning, and adult education. The main implications
of applying the stakeholder-first approach to other realities
of AI education can be summarized as shifting the focus
from the content to be taught/learned to the audience and
the contexts in which AI systems are used, while emphasiz-
ing understanding and reflection on the impact of AI on
everyday life. These premises are crucial from a peda-
gogical perspective and provide a pathway for further
research in the field of educating society about the

implications of AI. They also provide an opportunity to
empirically validate the core assumptions of the framework.
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