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ABSTRACT 

Usually, computerized assessments of constructed responses use a predictive-centered 

approach instead of a validity-centered one. Here, we compared the convergent and 

discriminant validity of two computerized assessment methods designed to detect semantic 

topics in constructed responses: Inbuilt Rubric (IR) and Partial Contents Similarity (PCS). 

While both methods are distributional models of language and use the same Latent Semantic 

Analysis (LSA) prior knowledge, they produce different semantic representations. PCS 

evaluates constructed responses using non-meaningful semantic dimensions (this method is 

the standard LSA assessment of constructed responses), but IR endows original LSA semantic 

space coordinates with meaning. In the present study, 255 undergraduate and high school 

students were allocated one of three texts and were tasked to make a summary. A topic-

detection task was conducted comparing IR and PCS methods. Evidence from convergent and 

discriminant validity was found in favor of the IR method for topic-detection in computerized 

constructed response assessments. In this line, the multicollinearity of PCS method was larger 

than the one of IR method, which means that the former is less capable of discriminating 

between related concepts or meanings. Moreover, the semantic representations of both 

methods were qualitatively different, that is, they evaluated different concepts or meanings. 

The implications of these automated assessment methods are also discussed. First, the 

meaningful coordinates of the Inbuilt Rubric method can accommodate expert rubrics for 

computerized assessments of constructed responses improving computer-assisted language 

learning. Second, they can provide high-quality computerized feedback accurately detecting 

topics in other educational constructed response assessments. Thus, it is concluded that: (1) 

IR method can represent different concepts and contents of a text, simultaneously mapping a 

considerable variability of contents in constructed responses; (2) IR method semantic 

representations have a qualitatively different meaning than the LSA ones and present a 

desirable multicollinearity that promotes the discriminant validity of the scores of 

distributional models of language; and (3) IR method can extend the performance and the 

applications of current LSA semantic representations by endowing the dimensions of the 

semantic space with semantic meanings. 

Keywords: Inbuilt Rubric; constructed responses; summaries; topic detection; Latent 

Semantic Analysis; Automated Summary Evaluation  
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1. INTRODUCTION 

Latent Semantic Analysis (LSA) is a well-known computational linguistic model of 

meaning representation. After being exposed to hundreds of thousands of documents, LSA 

represents meaning in a reduced k-dimensional space. The semantic representations of LSA 

have a substantial theoretical background and have been used to develop useful applications 

for psychological and educational measurement (Kaur & Sasi Kumar, 2019; Landauer & 

Dumais, 1997; Landauer et al., 2007; LaVoie et al., 2020; McNamara, 2011; Saha & Rao, 

2019), as well as for Natural Language Processing (NLP; e.g., Hewitt & Manning, 2019; 

Suleman & Korkontzelos, 2021). Traditionally, the cosine-based similarity has been used to 

analyze the quality of essays (i.e., of constructed responses) and it has been considered an 

adequate semantic representation of texts. But the problem with the cosine-based similarity is 

that text representation would depend on the representation of other texts (e.g., a “golden” or 

ideal response). This limits the use of all capabilities that LSA encompasses. Against this 

computational perspective, the Inbuilt Rubric method (IR; Olmos et al., 2014, 2016) is 

proposed here as an appropriate semantic representation model for topic-detection in 

computerized assessments of constructed responses, due to its capacity to endow semantic 

space coordinates with meaning. IR enables using LSA in a richer manner because, compared 

to the cosine-based method, it focuses on the interpretability of the dimensions (e.g., vector 

representation of constructed responses can be used in absolute terms, and not in relative 

terms). 

Predictive-centered approaches are usually based on the analysis of validity in terms of 

maximum performance (e.g., using R2, bias or error variance). This approach sorts the 

compared methods according to these maximum performance criteria. As against this, 

validity-centered approaches are usually based on testing theoretical predictions and specific 

hypotheses. The motivation of the present study is to compare the two computerized 

assessment methods for constructed responses in a topic-detection task, using a validity-

https://www.sciencedirect.com/science/article/pii/S0957417420308782?via%3Dihub#!
https://www.sciencedirect.com/science/article/pii/S0957417420308782?via%3Dihub#!
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centered approach: the Partial Contents Similarity (PCS) and the IR methods. Specifically, 

computerized assessment of student summaries was used to evaluate the topic-detection 

quality of semantic representation of IR and PCS methods. Thereafter, we shall test the 

convergent and discriminant validity of IR and PCS method scores, when predicting concepts 

from a validity-centered perspective using human rates as a golden criterion. 

1.1. Some limitations about topic-detection using the cosine-based similarity in 

distributional models 

In distributional models of language, it is assumed that words that occur in similar 

contexts tend to have similar meanings (Deerwester et al., 1990). Then, LSA operationally 

proposed a cognitive mechanism that learns semantics from repeated episodic experiences in 

a linguistic environment (see semantic memory distributional models1). It generates a multi-

vector semantic space transforming an initial matrix conformed to by the co-occurrence of 

words using Singular Value Decomposition (SVD) dimension reduction (Deerwester et al., 

1990). It was originally proposed to extract and represent the semantic meaning of words to 

measure similarities among words and groups of words (Landauer & Dumais, 1997; Landauer 

et al., 2007). These classical LSA scoring methods compare vector representations of 

constructed responses with vector representations of gold-standard criteria, as a measure of 

text quality or similarity (León et al., 2006; Foltz et al., 1999; Klein et al., 2011). 

 A widely applied classic method for evaluating text concept representations is the 

cosine-based similarity of partial contents or PCS2 (Dessus & Lemaire, 1999; Franzke et al., 

2005; Kintsch et al., 2007; Magliano & Graesser, 2012). Here, the similarity of a text vector 

 
1 Distributional models of semantic memory assume the existence of a formal cognitive 

mechanism that learns semantics from repeated episodic experience in a linguistic 

environment. Distributional models are also known as corpus-based, semantic-space, or co-

occurrence models (Jones et al., 2015). See also the recent revision by Günther et al. (2019). 
2 Partial Contents Similarity (PCS) method was originally conceived as a tool to detect 

specific contents in summarization tasks. Thus, it is also known as partial golden summaries.  
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representation (in this case, a student summary) is compared to another vector representation 

of a text sample (in this case, a fragment of the instructional text). This is the standard 

procedure used to evaluate the quality of constructed responses using LSA semantic 

representations. While this approach is very useful, a similarity measure (cosine) cannot 

properly represent texts, because vector representations in semantic space assemble different 

aspects of concepts, reducing vector representations to a simple comparison of strongly 

related inputs (Turney, 2006; Turney & Pantel, 2010; also known as the referential circle 

problem, de Vega et al., 2012). Other concerns refer to non-semantics, such as syntactic 

characteristics that influence cosine-based similarity (Kintsch et al., 2000), or the time-

consuming and considerable efforts that require the generation of vector representation of the 

text samples (Dronen et al., 2015). Figure 1 represents the evaluation of two concepts (C1 and 

C2) in a student summary. In this example, a unique graphical representation is made for both 

concepts, but the cosine-based similarity of the student summary with each concept must be 

computed separately. In this example, the student summary would have a richer semantic 

representation for the first concept (C1) than for the second concept (C2) as its cosine is 

higher. 
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Figure 1. Graphical representation of Partial Contents Similarity assessments for constructed responses (here, 

one student summary). 

 

Note. Only three dimensions of the latent semantic space are represented to ease the interpretation (a1-a3). 

Here, two concepts (Concept1 and Concept2) are represented. The student summary that is represented have a 

higher cosine-based similarity with the first concept than with the second concept. Whilst the representation 

of the Partial Contents Similarity assessments is made jointly, these cosines must be computed separately.  

 

It is worth mentioning here that automatic text analysis is usually discussed under the 

term topic modeling, which is based on the Latent Dirichlet Allocation (LDA) method (Blei et 

al., 2003). Both LDA and SVD methods (like LSA) process textual corpora differently, but 

they generate a specific semantic space whose concepts are naturally embedded within the 

information of the corpus. These methods extract some “topics” present in the textual corpora 

(it is to be noted that LSA does not extract explicit concepts: it just extracts abstract non-

meaningful dimensions, as opposed to the LDA method, which is able to obtain explicit and 

meaningful topics). Thus, their extraction of concepts or topics is a posteriori, that is, they 

extract semantic concepts or topics defined by the contents of the textual corpora. Against 

this, the IR method transforms the LSA’s latent semantic space using a priori imposed 

concepts or topics, that is, it extracts/represents some concepts or topics that users want to 

evaluate using a confirmatory perspective (see a more detailed explanation below). 
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1.2. A new “non-Latent” Semantic Analysis approach: Inbuilt Rubric (IR) method 

Since classic similarity measures have considerable validity concerns relating to their 

capacity to represent concepts, a non-latent semantic space such as the one generated by the 

IR method becomes a useful space to analyze the potential of computational semantics. Here, 

the IR method is hypothesized to activate concepts in its semantic space to achieve specific 

task demands (in this case, assessing concepts in constructed responses). Moreover, although 

the performance of some computational models has been questioned when unrelated concepts 

are processed (De Deyne et al., 2016), the IR method makes an orthogonalization of task-

related concepts to capture meaning and does not present any a priori dependency on the 

similarity of concepts3. 

The IR method was designed as a computational implementation of rubrics in LSA’s 

space, using analytical and topic-specific scoring instead of holistic, since these properties are 

recommended for use in student-constructed response assessments (Jonsson & Svingby, 2007; 

Reddy & Andrade, 2010). In this way, the overall scores of the IR method have attained 

higher performance compared to the classical LSA methods in different tasks, and its 

advantage has been attributed to its capacity to evaluate specific semantic contents (Martínez-

Huertas et al., 2018, 2019). But it is necessary to analyze the validity of such meaningful 

semantic space, that is, its ability to detect what topics are present and lacking in student 

summaries. 

 Readers interested in the implementation of the IR method are referred to Hu et al. 

(2007) and Olmos et al. (2014). A brief summarization of its implementation follows. Once a 

dimension reduction procedure (such as SVD) is applied to a corpus as in other LSA methods, 

 
3 This is because IR uses an algebraic orthogonalization process (Gram-Schmidt) that makes 

the concepts independent; but, of course, the represented concepts need to be different enough 

to be orthogonalized before using the IR method. 
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the IR method transforms the latent semantic space into a non-latent semantic space. Thus, the 

two main steps of IR method implementation (described in Olmos et al., 2014) are: 

1. Creating an algebraic basis β, in which the main topics of a text must be incorporated 

using lexical descriptors4. 

First, a classical LSA’s latent semantic space, US, is generated. Its dimensions are n 

unique words x k latent semantic dimensions. A standard dimensionality for LSA’s US 

matrix is to impose k to be approximately around 300 dimensions (they are the k latent 

dimensions and the reason for choosing a number around 300 is fundamentally empirical; 

see, for example, Rehder et al., 1998). Then, it is necessary to identify the lexical 

descriptors that will form the new algebraic basis β, where the first p vectors of β are the 

target concepts (see 2.4 section for a more detailed explanation of lexical descriptor 

selection in the present study). 

β must have k x k dimensions (the first p forming meaningful concepts and the remaining 

k – p created by independent vectors, e.g., the canonical basis). Then, the algebraic Gram-

Schmidt orthogonalization process is applied to the β matrix to orthogonalize and 

normalize it (it results in an orthonormalized basis that can be expressed by 𝜷𝑂𝑁). 

Consequently, its k vectors maintain linear independence5. For example, and to facilitate 

the understanding of this part, the 𝜷𝑂𝑁 matrix of one of the texts used in the present study 

was defined as 𝜷𝑂𝑁={bDebate, bPhonology, bSyntax, bSemantics, bSymbol, bAbstract 1, …, bAbstract k-p}. 

In this case, the first five dimensions are the target concepts and the rest k – p dimensions 

(i.e., 295) are independent vectors from the original basis. 

 

 
4 A lexical descriptor is a word that represents a concept. Specifically, several words are 

chosen (typically three or four) that best reflect the intended concept. For example, “fruit” is 

an accurate lexical descriptor of “strawberry”. 
5 If two vectors between the first p meaningful ones are excessively correlated, then both 

concepts are not allowed to be part of the final basis 𝜷𝑂𝑁) and the concepts are rethought. 
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2. Transforming the latent semantic space into a meaningful one on this basis. 

The original LSA’s US matrix is then expressed in the orthonormalized 𝜷𝑂𝑁 basis, 

generating a new term matrix C, using the following formula: 

C = (US) ⋅(𝜷𝑂𝑁)−1     [1] 

where C is the meaningful semantic space with n unique words x k semantic dimensions. 

The key idea of all this process is that the first p dimensions of C are meaningful, that is, 

its p first dimensions can be interpreted as the semantic representations of these concepts. 

Once this meaningful semantic space (C) has been generated, constructed responses 

are then projected onto it to evaluate them. Figure 2 represents the evaluation of two student 

summaries. In this case, only three concepts are represented to ease the interpretation of this 

hypothetical example, but the IR method can evaluate different numbers of concepts. 

Summary 1 would have a higher general quality than Summary 2. The quality of the summary 

covering each concept can be seen as the projection on each of the dimensions (d1, d2, d3) of 

this meaningful C semantic space. As can be observed in the graph, Summary 1 would have a 

higher score than Summary 2 in the second and third dimensions (d2 and d3, respectively), but 

they would have a similar score in the first dimension (d1). 
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Figure 2. Graphical representation of Inbuilt Rubric assessments for constructed responses (here, student 

summaries). 

 

Note. Only three meaningful concepts are represented to ease the interpretation (d1-d3). Summary 1 quality is 

higher than that of Summary 2 because projections onto meaningful semantic dimensions are larger. Summary 

1 would have a higher score than Summary 2 in the second and third dimensions, but both would have a 

similar score in the first dimension. 

 

In this way, the IR method would produce k scores: p scores (information related to 

the concepts) and other k – p LSA dimension scores (representing irrelevant information 

about the assessed topic). Then, the number of IR method scores would depend on the 

dimensionality of the original latent semantic space. Thus, since many student summaries 

usually include many irrelevant words (Olmos et al., 2016), IR method scores are weighted by 

a Wi index (where i represents each student). The Wi index is calculated using the following 

formula: 

Wi = inTi / offTi      [2] 

where inTi is the average of the p scores, and offTi is the average score of the other LSA 

dimensions. A higher Wi index means that relevant or conceptual words are included, while a 

lower Wi index signifies the inclusion of many non-technical or off-topic words. This Wi 

index could discriminate between the quantity of relevant and irrelevant ideas contained in the 

evaluated constructed response. 
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1.3. Some implications of topic-detection in computerized assessments of constructed 

responses 

As LSA semantic representations have been used for topic-detection in computerized 

assessments of constructed responses and thus for educational technology research (e.g., 

Landauer et al., 2007, including the PCS method), enhancing the quality of the semantic 

representations could improve its applications. Both methods are designed for topic-detection 

in the assessment of constructed responses and thus their usefulness is similar. For example, 

we think that the potential improvement of IR method could be relevant for the development 

of intelligent tutoring systems and other expert systems. 

In the first place, the IR method could have straightforward implications for intelligent 

tutoring systems. For example, its semantic representations could improve current computer-

aided interventions whose performance is comparable to human interventions (VanLehn, 

2011) by providing high-quality feedback in intelligent tutoring systems, which can be a key 

aspect for enhancing learning (e.g., Kaur & Kumar, 2019; Roll et al., 2011). Moreover, these 

semantic representations can be useful for different summarization tasks from relevant 

institutions such as the Educational Testing Service (Madnani et al., 2013) or complementing 

other intelligent tutoring systems such as ElectronixTutor (Graesser et al., 2018). In the 

second place, the multi-vector semantic representations of the IR method could enhance some 

procedural phases such as data analysis and labeling, feature selection and projection, or 

solution evaluation (see the elements of text classification in Mirończuk & Protasiewicz, 

2018; or the proposals by Jorge-Botana et al., 2019). 

It is noteworthy that some computerized assessment methods that use neural networks 

or other machine-learning algorithms can obtain desirable results (e.g., He & Lin, 2016; Shen 

et al., 2014; Wang et al., 2015); but IR and PCS methods try to produce interpretable scores 

based on the meaning of their respective vector representations. In this way, the meaningful 
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scores of the IR method could improve many of the applications of LSA and other 

distributional models, especially when multi-vector representations are needed (Kundu et al., 

2015). In fact, recent and interesting LSA applications, such as the one by Kundu et al., 2015, 

developed new procedures to interpret the meaning of LSA space applying varimax rotations. 

Thus, IR scores are a good alternative to extract semantic vector representations through 

interpretable multi-vector representations of constructed responses, following a more validity-

centered than a predictive-centered approach. 

1.4. The present study 

In addition to the hypothetical cognitive mechanism that learns semantics from 

repeated episodic experiences in a linguistic environment (characteristic of distributional 

models), the IR and the PCS methods model the activation of some concepts in the semantic 

network. But both methods use qualitatively different vector representations in their 

respective semantic spaces: while the PCS method represents meaning as a similarity measure 

between one text vector representation and another, the IR method represents meaning in 

multi-vector representations based on orthogonal dimensions. As a working example, the 

same meaning of a summary would be represented as the cosine (a scalar score for each 

concept) in the PCS method and as a group of orthogonal scores in the IR method. In the 

present study, we analyzed the convergent and discriminant validity (Campbell & Fiske, 

1959) of the semantic representations of PCS and IR computational methods for topic-

detection in computerized constructed response assessments. As was stated by Campbell and 

Fiske (1959), this validational process consists in the evaluation of inter-correlations of 

different constructs measured by different methods. Ideally, the measures of the same 

construct should correlate higher than other constructs within the same method, compared to 

different constructs. Then, higher convergent and discriminant validity evidence require a 

method to correlate higher than other methods, when measuring a construct in comparison to 

non-measured constructs. Here, we analyzed the convergent and discriminant validity 
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between human raters and computational methods using human rates as a golden criterion, but 

also the convergent and discriminant validity between computational methods to analyze their 

potential similarities. In the first case, we expect to find a higher convergent and discriminant 

relation for the IR method, scores in comparison with PCS method scores. In the second case, 

we expect to find convergent and discriminant relations, as both methods use the same LSA’s 

previous knowledge. 

Previous research found that overall scores of the IR method outperform the classic 

methods in Automated Summary Evaluation (Martínez-Huertas et al., 2018, 2019; Olmos et 

al., 2016), but this is the first time that the coordinates have been tested to investigate their 

capacity to represent specific semantic contents. Thus, the aim of the present study was to 

analyze whether the IR method coordinates can represent concepts, improving the 

performance of widely applied procedures such as the PCS method. Then, both methods were 

tested to solve specific topic-detection task demands in constructed response assessments 

within Automated Summary Evaluation. Thus, whilst the IR and the PCS methods are 

distributional models of language and use the same LSA prior knowledge, they were expected 

to produce different semantic representations because the former uses a topic-based strategy 

to impose a priori semantic meanings in the semantic space. Apart of comparing the 

performances of IR and PCS methods based on convergent and discriminant validity, their 

computational scores were also analyzed in terms of their multicollinearity and their semantic 

meanings. It was expected to find evidence in favor of the meaningful multi-vector 

representations of IR method in front of the classic LSA measures as the ones of the PCS 

method. As it is later discussed in the light of the results of the present study, the meaningful 

semantic vector representations of IR method could enhance current computer-assisted 

language learning applications. 
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2. MATERIAL AND METHODS6 

2.1. Participants 

A total of 255 undergraduate (average age 21) and high school students (average age 

17-18) from different institutions in Madrid summarized one text from a total of three texts. 

They were recruited as volunteers and received course credit for their participation in this 

study. Eighty-eight students summarized Text 1 (Darwin’s Theory of Evolution), 76 students 

summarized Text 2 (Strangler Trees), and 91 students summarized Text 3 (Theory of the 

Evolution of Language).  

2.2. Instruments and materials 

2.2.1. Texts 

Three expository texts were selected to provide higher experimental control because 

LSA methods tend to obtain a higher performance in expository texts (e.g., Wolfe, 2005; 

León et al., 2006). Texts were written in Spanish. Thus, we equated the levels of the 

experimental texts according to criteria established in the Common European Framework of 

Reference for Languages (CEFR) following the specific Spanish descriptors of each mastery 

skill from the Curriculum Plan of the Cervantes Institute. 

Text 1 is Darwin’s Theory of Evolution (Asimov, 1969), with a length of 

approximately 1,300 words and describes how Darwin was influenced by other authors and 

how he developed his theory of evolution. 4.8% of this long text consisted of technical words 

and its difficulty corresponded to level B2 in the CEFR, i.e., medium difficulty. 

Text 2 is Strangler Trees (Peiro, 1972), with a length of approximately 500 words and 

describes how species of trees compete for alimentary recourses to survive. 2.4% of this short 

 
6 The instructional texts, the constructed responses (student summaries), and the data sets of 

the study can be found in the following OSF project: https://osf.io/yra7n/. The constructed 

responses and the human ratings can be used to test the performance of other computational 

methods used to evaluate constructed responses. 

https://osf.io/yra7n/
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text consisted of technical words and its difficulty corresponded to level B1-B2 in the CEFR, 

i.e., low difficulty. 

Text 3 is Theory of the Evolution of Language (Martín-Loeches, 2016), with a length 

of approximately 900 words and describes different theories of the evolution of language. 

19.81% of this text consisted of technical words and its difficulty corresponded to level C1 in 

the CEFR i.e., high difficulty. 

2.2.2. Assessment rubrics 

The assessment rubrics for human raters were created using an inductive process. 

First, two human raters (Ph.D. students trained to summarize instructional texts) read the texts 

and summarized them with the aim of generating an ideal summary. Second, we 

systematically evaluated the essential information of those summaries to extract the main 

concepts of the text (common and necessary topics for good constructed responses were 

extracted by consensus in discussion groups). Then, we defined the assessment criteria of 

concepts following Jonsson & Svingby (2007) and León et al. (2006) procedures. 

Specifically, the assessment of concepts consisted of the consideration of the inclusion of 

some sub-topics and a coherent discourse. In general, rubric scores were scaled from 0 

(omission of the concept) to 2 (coherent and full explanation of the concept) using 1 for 

partial presence of concepts (intermediate scores like 0.5 or 1.5 were also allowed). As can be 

observed in the 3.1. section, this was an efficient and reliable way of measuring constructed 

responses. In this manner, contents that should be included in good summaries were used to 

compound three assessment rubrics. 

The rubric for Text 1 was composed of five concepts: Earth’s age (maximum score in 

the rubric = 2 points), Lamarck (max = 2), Darwin’s expedition (max = 2), Darwin’s theory 

(max = 3), and Transcendence (max = 1). Darwin’s theory and Transcendence concepts 

received a different scale because there was significantly more information in the instructional 
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text about the first concept compared to the latter. But the scale of the scores was not relevant 

for this study, because the analyses were conducted for each concept separately. 

The rubric for Text 2 was composed of four concepts: Contextualization of the text 

(max = 2), Process of strangulation (max = 2), Competition of the trees for reaching sunlight 

(max = 2), and Strategy of survival (max = 2). 

The rubric for Text 3 was composed of five concepts: Debate (max = 2), Phonology 

(max = 2), Syntax (max = 2), Semantics (max = 2), and Symbol (max = 2). 

2.2.3. Computational resources 

Gallito 2.0 (Jorge-Botana et al., 2013) software was used to implement both corpus 

training and the IR method. The initial LSA’s semantic space was generated with a linguistic 

corpus of general knowledge that was extracted from digitalized texts from the Spanish 

Wikipedia. Specifically, a full list of the article titles of the Spanish Wikipedia was generated 

with a bot and a randomly selection of the contents of that list was made. Once the article 

titles were selected, then an automated bot extracted the digitalized texts of each article (the 

researchers supervised that the results were correctly processed). Then, the standard LSA 

procedure was applied to this sample of digitalized texts from the Spanish Wikipedia. The 

training corpus was composed of 404,436 documents and 39,566 unique terms. The log-

entropy was used as the weighted function (Nakov et al., 2001), and a total of 300 dimensions 

were imposed for the latent semantic space. This semantic space was transformed later, using 

the IR method. 

2.3.Procedure for human raters 

Students were recruited, distributed between the three groups, and tasked to generate a 

constructed response (summary) of one of the three texts. A total of four human raters then 

evaluated the constructed responses of the students, using the rubrics described in 2.2. section. 
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The instructional texts, the student constructed responses (summaries), and the human ratings 

can be found in the associated OSF project. Human raters assigned a score for each rubric 

concept in each summary, depending on the quality of the concepts within the summaries 

(inclusion of some sub-topics and a coherent discourse). As can be observed in the 2.2. 

section, those scores ranged typically from 0 to 2 (omission of the concept vs. coherent and 

full explanation of the concept, respectively). Specifically, one of the human raters evaluated 

the constructed responses of all the texts, and another, the constructed responses of each 

separate text to achieve reliability for the assessments. Thus, two different human raters then 

evaluated the constructed responses of the students in each text. The final rubric score was 

established as the mean evaluation of both raters. 

A total of 285 responses were collected, but 30 summaries were excluded from the 

study to maintain a reliable target concept evaluation due to low inter-rater reliability. In 

general, human raters gave similar scores for each concept in each summary, but when human 

raters scored concepts differentially (i.e., showing a difference of more than half of the total 

score) the summary was not included in the study. This exclusion criterion was established to 

assume that the target concept is clear in the evaluated summary because if no consensus is 

found for the target concept among the human raters in that summary, it would not be clear 

whether the computational methods should detect that concept in that specific summary or 

not. Once the human assessments were established and the sample was filtered, the rubric 

scores were compared with those generated by the IR and the PCS methods in different 

statistical tests (that is, human raters conducted a blind assessment of the student summaries). 

2.4. Procedure for computational methods 

The first step to generate both computational scores is to generate LSA’s latent 

semantic space, reducing it to 300 dimensions with SVD. Then, the PCS and the IR methods 
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that were described in the 1.1. and 1.2. sections were computed using the same latent 

semantic space. 

In the PCS method, instructional texts must be segmented in order to generate 

different fragments that comprise the contents of each of the concepts to be evaluated. Thus, it 

is necessary to obtain as many fragments as concepts we want to evaluate. Then, a PCS score 

is obtained through the cosine between the vector representation of each summary and each 

instructional text fragment. See Figure 1 as a hypothetical example of the PCS method. This 

has been a widely applied strategy to detect specific contents and we use it as a baseline. 

In the IR method, some lexical descriptors per concept must be generated by human 

evaluators. Lexical descriptors are obtained by consensus searching for a good definition of 

each concept in the latent semantic space. The quality of the lexical descriptors of each 

concept is evaluated by analyzing the semantic neighborhood of their vector representation. 

Typically, three descriptors per concept are enough, as no improvement was found by adding 

a higher number (Martínez-Huertas et al., 2018). Table 1 shows the lexical descriptors used 

for each concept in the present study. Semantic space was then transformed using these 

lexical descriptors (see Olmos et al., 2014). The original latent space was then transformed 

into a meaningful one, generating a semantic space whose vector coordinates represented 

specific semantic contents (those p concepts that were used to transform semantic space; see 

Formula 1). Following this, p concepts per text were represented in the semantic space and p 

scores were obtained (weighting by the W index; see Formula 2). Each p score represents the 

IR conceptual concept score. See Figure 2 as a hypothetical example of the IR method. 
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Table 1. Lexical descriptors per text used to transform the latent semantic space. 

 Concepts Lexical descriptors 

Text 1 

(Darwin’s 

Theory of 

Evolution) 

Earth’s age (C1) Hutton Buffon earth 

Lamarck (C2) Lamarck characteristics acquired 

Darwin’s expedition (C3) Beagle Galapagos finches 

Darwin’s theory (C4) selection natural evolution 

Transcendence (C5) polemic biology modern 

Text 2 

(Strangler 

Trees) 

Contextualization of the text (C1) tree strangle Brasil 

Process of strangulation (C2) kill asphyxiation roots 

Competition of the trees for reaching sunlight (C3) competition lights sun 

Strategy of survival (C4) adaptation survival survive 

Text 3 

(Theory of the 

Evolution of 

Language) 

Debate (C1) Evolution Neuroscience Paleontology 

Phonology (C2) Phonetics Articulation Deafness 

Syntax (C3) Syntax Sentence Macromutation 

Semantics (C4) Semantics Meaning Sign 

Symbol (C5) Symbol Abstraction Flexibility 

Note. All lexical descriptors were translated from Spanish. 

 

Once the student summaries were automatically evaluated, the computational scores of 

both the IR and the PCS methods were compared with those provided by the rubrics of the 

human raters. 

 

3. RESULTS 

Results have the following structure: (1) Human inter-rater reliability was calculated 

as the Intraclass Correlation Coefficient (ICC) (Shrout & Fleiss, 1979) to analyze the 

credibility of the external criteria. This measure reflects absolute agreements between 

measurement and ICCs above .75 are considered as indicators of good reliability (Koo & Li, 

2016); (2) The predictions of the IR and PCS methods were compared in a topic-detection 

task analyzing the convergent and discriminant validity as standardized β coefficients from 

multiple linear regressions, to predict the human evaluations using the computational scores 

as covariates; (3) The multicollinearity of IR and PCS scores was analyzed in order to explain 

the differential performance of both methods in the topic-detection task; and (4) the semantic 

representations of the IR and PCS methods were compared in order to analyze the capacity of 
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the twos to endow their vector representations with meaning. All the statistical analyses were 

conducted with IBM SPSS Statistics 19. 

3.1. Human inter-rater reliability 

Inter-rater reliability was calculated as the ICC for each concept and the total rubric 

scores. In all the texts, a high reliability was obtained for the evaluation of the concepts. Also, 

a high reliability was obtained for total rubric scores (see Table 2). While these results set the 

credibility of rubric scores, their reliability was increased through the deletion of some of the 

summaries in the analysis. 

Table 2. Inter-rater reliability for each concept in the assessment rubrics 

 C1 C2 C3 C4 C5 Total score 

Text 1 .94 .91 .92 .86 .93 .94 

Text 2 .93 .94 .70 .90 - .94 

Text 3 .93 .96 .93 .89 .86 .97 

Note. Reliability measures were established through Intraclass Correlation Coefficients (all were statistically 

significant with p<.01). Text 1 = Darwin’s Theory of Evolution. Text 2 = Strangler Trees. Text 3 = Theory of 

the Evolution of Language. C1-C5 = Concepts 1 to 5. 

 

 

3.2. Predicting concepts through Inbuilt Rubric (IR) and Partial Contents Similarity 

(PCS) methods 

In order to test the quality of the semantic representations of the IR and PCS methods, 

the relationship between the computational scores and the human rubric scores were 

exhaustively analyzed. Thus, different multiple linear regressions were conducted to predict 

each of the human evaluations of concepts from Table 1, using the computational scores of 

each method separately as covariates. Then, the multiple linear regression coefficients were 

used to analyze the convergent and the discriminant validity of these computational scores in 

predicting the quality of the evaluated concepts (see Table 3). Specifically, the standardized β 

coefficients were used to determine the most predictive computational score in each multiple 
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linear regression model. The following model was used to test the convergent and 

discriminant validity of the k computational scores: 

𝐶𝑡𝑘𝑐𝑖 = 𝛽𝑡11 ∗ 𝑆𝑐𝑜𝑟𝑒𝑡11𝑖 + 𝛽𝑡22 ∗ 𝑆𝑐𝑜𝑟𝑒𝑡22𝑖 +⋯+ 𝛽𝑡𝑘𝑐 ∗ 𝑆𝑐𝑜𝑟𝑒𝑡𝑘𝑐𝑖 +⋯+ 𝛽𝑡𝑝𝑐 ∗

𝑆𝑐𝑜𝑟𝑒𝑡𝑝𝑐𝑖 + 𝑒𝑡𝑘𝑐𝑖  [1] 

where 𝐶𝑡𝑘𝑐𝑖  was the human evaluation of the k computational scores (1, 2, …, k, …, p) of the 

c concepts (in our study, c ranges from 1 to 5 concepts) for subject i (1, 2, … , i, …, n) in each 

instructional text t (in our study, t ranges from 1 to 3 texts), 𝑆𝑐𝑜𝑟𝑒𝑡𝑘𝑐𝑖  represents the k 

computational score of concept c in the instructional text t for subject i, and 𝛽𝑡11 , 𝛽𝑡22, 𝛽𝑡𝑘𝑐 , 

𝛽𝑡𝑝𝑐  was the predictive coefficients of each computational score 1, 2, …, k, …, p for text t (β  

is an standardized regression coefficient and then the intercept was 0). Thus, an appropriate 

prediction (and then, convergent and discriminant validity) for concept c in text t occurs when 

𝛽𝑡𝑘𝑐  was the highest regression coefficient of computational score k for concept c in the 

equation for text t. 

The IR method presented a strong convergent and discriminant validity for each 

semantic representation in evaluating the human assessments in Text 1 and Text 2. In both 

texts, the best predictor of each concept was always its own IR method concept. For Text 1, 

the highest standardized β coefficient values range from .29 to .70 (b144=4.34, SE=1.88, 

t=2.31, p<.05, β144=.29; and b111=7.72, SE=.88, t=8.73, p<.01, β111=.70; respectively). For 

Text 2, the highest standardized β coefficient values range from .40 to .67 (b244=.07, SE=.02, 

t=3.94, p<.01, β244=.40; and b222=.07, SE=.01, t=8.52, p<.01, β222=.67; respectively). In these 

texts, the best predictor of each concept was always its own IR method concept. In Text 3, the 

performance of the IR method was not as accurate as in the previous texts. Whilst there is 

considerable convergent and discriminant validity of each IR concept in evaluating human 

assessments as shown in the highest standardized β coefficient values ranging from .35 to .58 

(b355=4.36, SE=1.21, t=3.62, p<.01, β355=.35; and b311=6.79, SE=1.10, t=6.19, p<.01, β311=.58; 
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respectively), the third and fourth concepts (“Syntax” and “Semantics”) did not have the 

highest standardized β coefficient: .15 and .23 (b333=1.81, SE=1.43, t=1.27, n.s., β333=.15; and 

b344=2.98, SE=1.25, t=2.39, p<.05, β344=.23; respectively) in comparison to the standardized β 

coefficients of dimensions three and four that were equal to .33 and .45 (b323=3.51, SE=1.15, 

t=3.05, p<.01, β323=.33; and b314=4.68, SE=1.08, t=4.33, p<.01, β43=.45; respectively). The 

results of Text 3 were different from those obtained in the other texts and some explanations 

for this are discussed below. 

The PCS method presented less convergent and discriminant validity for each concept 

in evaluating the human assessments in all the texts, than the IR method. But it is noteworthy 

that the PCS scores presented a differential performance depending on the text. In this case, 

the best performance was in Text 1 where only the first three PCS scores were the best 

predictors of its own concepts: b111=6.03, SE=.56, t=10.82, p<.01, β111=.81; b122=1.72, 

SE=.94, t=1.83, n.s., β122=.22; and b133=4.30, SE=1.26, t=3.40, p<.01, β133=.46. The fourth 

and fifth concepts were predicted by other PCS scores in Text 1: b134=1.19, SE=.62, t=1.91, 

n.s., β134=.28; and b135=1.77, SE=.64, t=2.78, p<.01, β135=.37; respectively. In Text 2, two 

PCS scores were the best predictors of its own concepts: b222=.42, SE=.80, t=.53, n.s., 

β222=.09; and b233=.97, SE=.57, t=1.72, n.s., β233=.28. The first and fourth concepts were 

predicted by other PCS scores in Text 2: b231=1.21, SE=.82, t=1.49, n.s., β231=.25; and 

b234=1.84, SE=.79, t=2.33, p<.05, β234=.36; respectively. The worst performance was found 

for Text 3, where none of the PCS scores was able to accurately predict concepts. 

Specifically, the following PCS scores were found to be the best predictors of concepts one to 

five, respectively: b341=2.92, SE=1.39, t=2.09, p<.05, β341=.32; b312=2.30, SE=1.18, t=1.96, 

n.s., β312=.26; b313=1.56, SE=.79, t=1.97, n.s., β313=.26; b314=1.88, SE=.88, t=2.15, p<.05, 

β314=.28; and b325=.39, SE=.94, t=.41, n.s., β325=.06.  
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Table 3. Results from multiple linear regressions to detect concepts (C1-C5) using the Inbuilt Rubric (IR) method and Partial Contents Similarity (PCS) method scores. 

 Est1 (se) 𝜷𝟏 Est2 (se) 𝜷𝟐 Est3 (se) 𝜷𝟑 Est4 (se) 𝜷𝟒 Est5 (se) 𝜷𝟓 R2 

T
e
x

t 
1
 

IR 

C1 7.72** (0.88) .70 1.50 (2.00) .07 0.90 (1.80) .04 2.20* (1.03) .18 3.89* (1.85) .18 .51 

C2 0.17 (0.81) .02 4.34* (1.88) .29 3.18 (1.69) .21 0.19 (0.96) .02 0.62 (1.73) .04 .10 

C3 3.40** (0.89) .31 -1.19 (2.00) -.06 10.78** (1.80) .55 1.69 (1.03) .15 5.29** (1.85) .27 .43 

C4 0.38 (0.47) .08 1.86 (1.05) .20 1.90* (0.95) .21 1.53** (0.54) .29 2.41* (0.97) .25 .25 

C5 0.11 (0.51) .02 2.77* (1.16) .26 2.19* (1.04) .22 1.25* (0.60) .21 3.02** (1.07) .32 .28 

PCS 

C1 6.03** (0.56) .81 -1.11* (0.88) -.10 -0.57 (0.94) -.06 1.54 (0.83) .14 0.23 (0.61) .03 .66 

C2 0.21 (0.60) .04 1.72 (0.94) .22 1.48 (1.00) .22 1.17 (0.89) .16 -0.82 (0.65) -.15 .18 

C3 -0.02 (0.75) .00 1.09 (1.19) .11 4.30** (1.26) .46 1.32 (1.21) .13 -1.38 (0.82) -.19 .28 

C4 -0.43 (0.37) -.14 -0.47 (0.58) -.10 1.19 (0.62) .28 0.84 (0.55) .18 0.49 (0.40) .15 .17 

C5 -0.67 (0.38) -.19 0.03 (0.60) .01 1.77** (0.64) .37 1.44* (0.56) .37 0.28 (0.41) .08 .31 

T
e
x

t 
2
 

IR 

C1 0.14** (0.02) .64 0.00 (0.01) .04 -0.01 (0.02) -.04 -0.01 (0.02) -.04   .40 

C2 0.08** (0.02) .31 0.07** (0.01) .67 0.00 (0.02) .02 0.00 (0.02) .00   .60 

C3 0.06** (0.02) .36 -0.00 (0.01) -.06 0.06** (0.01) .48 0.00 (0.01) .03   .42 

C4 0.09** (0.02) .35 0.01 (0.01) .08 0.02 (0.02) .12 0.07** (0.02) .40   .47 

PCS 

C1 -0.22 (0.54) -.05 -0.30 (0.71) -.07 1.21 (0.82) .25 -1.14 (0.77) -.28   .06 

C2 -1.17 (0.61) -.25 0.42 (0.80) .09 -0.15 (0.92) -.03 -0.57 (0.87) -.12   .07 

C3 0.31 (0.37) .10 -0.60 (0.49) -.19 0.97 (0.57) .28 -1.20* (0.54) -.40   .14 

C4 0.84 (0.52) .19 -1.23 (0.69) -.27 1.84* (0.79) .36 -2.29** (0.75) -.52   .24 

T
e
x
t 

3
 

IR 

C1 6.79** (1.10) .58 3.85** (1.33) .29 -2.07 (1.66) -.13 2.45 (1.26) .17 1.41 (1.54) .08 .41 

C2 4.39** (1.43) .32 7.05** (1.74) .45 -0.88 (2.16) -.05 2.20 (1.65) .13 1.68 (2.01) .08 .26 

C3 2.71** (0.95) .30 3.51** (1.15) .33 1.81 (1.43) .15 2.11 (1.09) .19 1.70 (1.33) .12 .26 

C4 4.68** (1.08) .45 2.05 (1.31) .17 1.80 (1.63) .13 2.98* (1.25) .23 2.77 (1.52) .17 .28 

C5 0.51 (0.86) .06 2.38* (1.04) .26 -1.82 (1.29) -.17 3.33** (0.99) .31 4.36** (1.21) .35 .26 

PCS 

C1 1.37 (1.02) .18 -1.31 (1.29) -.14 -0.78 (1.02) -.11 2.92* (1.39) .32 -0.68 (0.79) -.11 .09 

C2 2.30 (1.18) .26 0.46 (1.50) .04 -1.31 (1.18) -.16 1.51 (1.61) .14 -0.26 (0.92) -.04 .08 

C3 1.56 (0.79) .26 0.59 (1.01) .08 -0.90 (0.79) -.16 0.50 (1.09) .07 -0.47 (0.62) -.10 .06 

C4 1.88* (0.88) .28 -0.21 (1.11) -.03 -0.66 (0.88) -.10 2.19 (1.20) .27 -0.48 (0.68) -.09 .14 

C5 -0.19 (0.74) -.04 0.39 (0.94) .06 -0.40 (0.74) -.08 0.30 (1.02) .05 0.01 (0.58) .00 .01 

Note. Est = Unstandardized regression coefficient; se = Standard Error. β = Standardized regression coefficient. ** = p<.01. * = p<.05. Shading cells = Adequate predictions. In 

bold = Inadequate predictions (higher β coefficients for different concepts). Text 1 = Darwin’s Theory of Evolution (N=88). Text 2 = Strangler Trees (N=76). Text 3 = Theory of 

the Evolution of Language (N=91). C1-C5 = Concepts 1 to 5. 
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Given that previous results showed a higher performance of IR in comparison to the 

PCS method (see Table 3), a total score for both methods was estimated for each text, to test 

the overall impact of the choice of the method. Here, the total score of the human assessments 

was predicted by the scores of each method separately and, later, by scores of both the 

methods conjointly (see Table 4). As can be observed in the results of the multiple linear 

regression, the performance of IR was significantly higher than that of the PCS method for 

Text 1 (IR method: b=.05, SE=.01, t=6.97, p<.01, β=.71; PCS method: b=.69, SE=.58, t=1.20, 

n.s., β=.12), Text 2 (IR method: b=.48, SE=.04, t=11.65, p<.01, β=.80; PCS method: b=-.32, 

SE=.29, t=-1.11, n.s., β=-.08), and Text 3 (IR method: b=.08, SE=.01, t=10.99, p<.01, β=.77; 

PCS method: b=.28, SE=.45, t=.63, n.s., β=.04). All the R2 of the models were large: R2=.64 

for Text 1, R2=.67 for Text 2, and R2=.60 for Text 3, indicating a large proportion of predicted 

variance of the human assessments. It is noteworthy that the sum of the scores of the PCS 

method only reached an adequate prediction for Text 1 (b=3.81, SE=.46, t=8.31, p<.01, 

β=.67) with a R2 equal to .47. The PCS method was incapable to reach adequate predictions 

for Text 2 (b=-1.15, SE=.46, t=-2.48, p<.05, β=-.28) and Text 3 (b=1.43, SE=.67, t=2.14, 

p<.05, β=.22) obtaining a R2 equal to .05 in both instructional texts. In fact, the inclusion of 

the PCS score did not improve the current prediction of the scores of IR method (ΔR2 from 

.00 to .01). This can also be seen in the coefficients of the multiple linear regressions where 

the predictions of IR method were more accurate than the ones of the PCS method in Text 1 

(b=.05, SE=.01, t=6.97, p<.01, β=.71; and b=.69, SE=.58, t=1.20, n.s., β=.12; respectively), 

Text 2 (b=.08, SE=.01, t=10.99, p<.01, β=.77; and b=.28, SE=.45, t=.63, n.s., β=.04; 

respectively), and Text 3 (b=.48, SE=.04, t=11.65, p<.01, β=.80; and b=-32, SE=.29, t=-1.11, 

n.s., β=-.08; respectively). These results mean that the overall prediction of the IR method 

was enough to predict a considerable part of the variance of the human constructed response 

assessments (R2 from .60 to .67) comparing to the PCS method (R2 from .05 to .47). 
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Table 4. Results from simple and multiple linear regressions to predict the overall quality of the summaries 

using the Inbuilt Rubric (IR) method and Partial Contents Similarity (PCS) method scores. 

 
Method 

Text 1  Text 2  Text 3  

 Est (se) β Est (se) β Est (se) β 

Simple linear 

regressions 

PCS 3.81** (0.46) .47 -1.15* (0.46) -.28 1.43* (0.67) .22 

R2 .47 .05 .05 

IR 0.05** (0.01) .64 0.49** (0.04) .82 0.08** (0.01) .78 

R2 .64 .67 .60 

Multiple linear 

regression 

PCS 0.69 (0.58) .12 -0.32 (0.29) -.08 0.28 (0.45) .04 

IR 0.05** (0.01) .71 0.48** (0.04) .80 0.08** (0.01) .77 

R2 .65 .68 .60 

Note. Est = Unstandardized regression coefficient; se = Standard Error. β = Standardized regression 

coefficient. ** = p<.01. * = p<.05. Text 1 = Darwin’s Theory of Evolution (N=88). Text 2 = Strangler Trees 

(N=76). Text 3 = Theory of the Evolution of Language (N=91). 

 

 

3.3. Analyzing the multicollinearity and the similarity between the semantic 

representations of Inbuilt Rubric (IR) and Partial Contents Similarity (PCS) 

methods 

Given that both the methods presented a differential performance in the topic-

detection task plus the nature of both computational methods, we hypothesized that 

multicollinearity and the (dis)similarity between their semantic representations could explain 

these findings. In order to analyze whether both the computational methods generate similar 

semantic representations, the predictions of each concept were compared using Pearson 

correlation coefficients (see shading cells from Table 5). In Table 5, it can be observed that 

the similarity of the semantic representations of both computational methods was low, 

especially in Texts 2 and 3: r ranging from -.20 [-.40–.00] to .00 [-.22–.23], and from .11 [-

.11–.31] to .21 [-.01–.39], respectively. On the contrary, the similarity between both 

computational methods was larger in Text 1 with r ranging from .09 [-.12–.29] to .74 [.61–

.83]. Complementing these results by the findings from Table 3, we can conclude that the 

concepts were differentially represented by both computational methods considering the 

similarity between both computational methods and the human assessments. Thus, it seems 

that these semantic vector representations present a differential performance when they are 

endowed with meaning in favor of IR method representations. In Table 5, it can also be 
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observed that the PCS method presented much more multicollinearity than the IR method in 

almost all its scores (see the correlation matrix between the scores of each computational 

method in each text, especially those values in bold). In general, the mean Pearson correlation 

coefficient between the vector representations of the concepts of the PCS method was .39 for 

Text 1 (r ranging from .22 [-.04–.40] to .52 [.34–.67]), .47 for Text 2 (r ranging from .19 [-

.11–.45] to .73 [.55–.83]), and .45 for Text 3 (r ranging from .24 [-.04–.47] to .56 [.39–.83]). 

On the contrary, the mean Pearson correlation coefficient between the vector representations 

of the concepts of the IR method was -.03 for Text 1 (r ranging from -.34 [-.49–-.18] to .44 

[.29–.58]), .13 for Text 2 (r ranging from .02 [-.24–.30] to .40 [.18–.58]), and -.02 for Text 3 

(r ranging from -.26 [-.48–-.01] to .50 [.30–.66]). These results show that the higher accuracy 

of the predictions of the IR method coordinates can be associated to their higher 

orthogonality, comparing to the PCS method scores. It is noteworthy that the coordinates of 

the IR method were more related in Text 3, probably because of the semantic space was not 

able to discriminate between much-related concepts (such as “semantics” and “symbols”). 

Thus, in addition to the (dis)similarity of their semantic representations, it can be concluded 

that the IR method has a higher discriminant validity than the PCS method. 
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Table 5. Multicollinearity and similarity between the semantic representations of Inbuilt Rubric (IR) and Partial Contents Similarity (PCS) scores as Pearson correlation coefficients [95%IC]. 

   IR method PCS method 

   C2 C3 C4 C5 C1 C2 C3 C4 C5 

T
e
x

t 
1
 

IR 

C1 .05 [-.17–.28] -.01 [-.23–.17] -.23* [-.44–-.02] -.03 [-.28–.23] .74** [.61–.83] .06 [-.19–.29] .31** [.09–.29] .01 [-.19–.21] -.07 [-.27–.15] 

C2 1 -.34** [-.49–-.18] .14 [-.08–.36] .44** [.29–.58] .14 [-.06–.33] .09 [-.12–.29] .27* [.04–.46] .05 [-.21–.27] .30** [.07–.52] 

C3  1 -.24* [-.43–-.03] -.06 [-.25–.14] -.07 [-.28–.14] .07 [-.13–.24] .27* [.06–.45] .05 [-.18–.24] -.14 [-.36–.10] 

C4   1 -.06 [-.16–.30] -.13 [-.36–.18] .17 [-.09–.38] .08 [-.17–.34] .38** [.23–.54] .71** [.58–.81] 

C5    1 .25* [.03–.48] .20 [-.01–.40] .32** [.12–.50] -.01 [-.19–.19] .44** [.29–.57] 

PCS 

C1     1 .22* [-.04–.40] .51** [.31–.66] .20 [.02–.38] .23* [.02–.43] 

C2      1 .50** [.32–.65] .35** [.18–.51] .50** [.31–.64] 

C3       1 .52** [.34–.67] .45** [.27–.62] 

C4        1 .40** [.21–.58] 

T
e
x

t 
2
 

IR 

C1 .12 [-.09–.34] .10 [-.10–.31] .35** [.13–.52]  -.01 [-.26–.23] -.13 [-.35–.11] .00 [-.25–.25] -.22 [-.45–.01]  

C2 1 -.24* [-.48–.03] .02 [-.24–.30]  -.14 [-.38–.09] -.07 [-.27–.15] -.19 [-.39–.02] -.02 [-.24–.20]  

C3  1 .40** [.18–.58]  -.07 [-.27–.16] -.23 [-.40–.02] .00 [-.22–.23] -.11 [-.34–.10]  

C4   1  .06 [-.14–.24] -.26* [-.48–-.04] -.05 [-.27–.18] -.20 [-.40–.00]  

 

PCS 

C1     1 .44** [.21–.67] .19 [-.11–.45] .27* [-.01–.53]  

C2      1 .55** [.33–.70] .66** [.50–.77]  

C3       1 .73** [.55–.83]  

T
e
x
t 

3
 

 

IR 

C1 -.25* [-.42–.05] -.46** [-.60–-.28] -.11 [-.33–.13] .14 [-.08–.35] .21 [-.01–.39] -.04 [-.27–.18] -.14 [-.35–.05] .15 [-.08–.35] .17 [-.03–.34] 

C2 1 .50** [.30–-.66] .25* [.08–.43] -.26* [-.48–-.01] -.05 [-.27–.19] .13 [-.09–.31] .07 [-.13–.26] -.04 [-.30–.20] -.03 [-.31–.23] 

C3  1 .29* [.08–.52] -.18* [-.38–.04] .05 [-.16–.26] .05 [-.16–.26] .11 [-.11–.31] -.03 [-.24–.16] -.09 [-.32–.14] 

C4   1 -.08 [-.27–.14] .08 [-.12–.27] .16 [-.08–.38] .13 [-.06–.32] .13 [-.09–.33] -.04 [-.25–.16] 

C5    1 .11 [-.13–.31] .04 [-.19–.26] .08 [-.15–.32] .21* [-.01–.40] .13 [-.11–.32] 

 

PCS 

C1     1 .32** [.09–.53] .53** [.36–.66] .50** [.32–.65] .37** [.16–.56] 

C2      1 .54** [.37–.67] .56** [.39–.70] .35** [.10–.55] 

C3       1 .53** [.34–.69] .24** [-.04–.47] 

C4        1 .53** [.31–.70] 

Note. ** = p<.01. * = p<.05. 95%IC was computed by bootstrapping (1000 random samples). Text 1 = Darwin’s Theory of Evolution (N=88). Text 2 = Strangler Trees (N=76). Text 3 = Theory 

of the Evolution of Language (N=91). In bold = Large multicollinearity (r>.50). Shading cells = Similarity between the semantic representations of both methods. 
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4. DISCUSSION 

In the present study, the semantic representations of two computational methods were 

analyzed in order to enhance computerized constructed response assessments of student 

summaries. The first method, Partial Contents Similarity (PCS), implements topic-detection 

as the cosine-based similarity between a text vector and another text vector in the latent 

semantic space. The second method, Inbuilt Rubric (IR), implements topic-detection in each 

text as a combination of different vectors in a meaningful semantic space. Thus, both methods 

use different vector representations in their respective semantic spaces. Specifically, these 

methods were tested in a topic-detection task, that is, in the computerized assessment of 

specific contents of constructed response assessments (in this case, student summaries).  

 The findings of the present study showed a great performance of the IR method in 

comparison to the PCS method, which uses a cosine-based similarity measure. In other 

studies, the IR method has shown great performance using overall scores in Automated 

Summary Evaluation (Martínez-Huertas et al., 2018, 2019), but this is the first time that its 

coordinates have been tested to represent specific semantic contents. In the topic-detection 

task, the assessments of IR showed great capacity to represent specific concepts in its non-

latent semantic space (its coordinates correctly endowed semantic space coordinates with 

meaning). Thus, the IR method demonstrated here that an LSA-based method can produce 

non-latent and meaningful coordinates. In fact, its performance was excellent in two of the 

three texts in terms of convergent and discriminant validity, the third text being one with 

highly complex concepts (such as debate or symbol). Similarly, the performance of the PCS 

method was low in terms of convergent and discriminant validity. We found two explanations 

for this differential performance: (1) the high multicollinearity of the PCS scores (i.e., this 

method was not able to differentiate between similar concepts), and (2) the qualitatively 

different meaning of the semantic representations of both the methods. Further, this proposal 
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can be perceived in the differential functioning of computational models between expository 

and narrative texts (where usually expository texts present higher computational 

performances; Wolfe, 2005; León et al., 2006) since the first ones have idiosyncratic 

characteristics in terms of content and context-dependent polysemous meanings. 

Thus, the IR method was proposed as a procedure to properly detect semantic topics in 

constructed response assessments. The use of orthogonalized multi-vector semantic 

representations in the IR method avoids the referential circle problem that occurs in 

computational models, which affirms that terms have meaning only in relation to their 

similarity to other terms (de Vega et al., 2012). Usually, computational semantic 

representations are based on the comparison of strongly related inputs (i.e., a vector 

representation with the vector representations of its own gold-standard criteria) (Turney, 

2006; Turney & Pantel, 2010; see a similar rationale in Jain et al., 2020), but LSA’s IR 

method (Olmos et al., 2014) procedure generates p meaningful coordinates, thereby 

transforming abstract and latent space into a meaningful one, whose coordinates represent 

these p concepts. Due to its importance to computationally define meaning, an interesting 

application could emerge for the study of ontologies: IR method could transform the latent 

semantic space using the acceptations of a word to analyze how important are the terms for 

each acceptation or which are the most predominant acceptations in different texts. In this 

line, the IR method can accurately evaluate semantic concepts from texts without human 

references (see other interesting proposals in automatic text summarization like Rojas-Simón 

et al., 2021). 

4.1.Enhancing psychoeducational computerized assessments of constructed responses 

The present study was circumscribed to Automated Summary Evaluation, but the 

capacity of the IR method to detect specific semantic concepts has both theoretical and 

practical implications. 
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The first implication is related to the scope of theories about knowledge 

representation, where the LSA was proposed as a disembodied learning machine that can 

learn meaning from symbols alone (Landauer, 1999). In this way, computational semantic 

measures extracted from the latent semantic space can lead to an accurate measurement of 

different psychological constructs (e.g., Kjell et al., 2019) and their relations with other 

variables (e.g., Azmi et al., 2019; Corcoran & Cecchi, 2020; Lalata et al., 2019; Susnea et al., 

2017). Thus, in addition to the hypothetical cognitive mechanism that learns semantics from 

repeated episodic experiences in a linguistic environment, the IR method could model the 

activation of concepts on the semantic network. Therefore, many expert and intelligent system 

applications that use similarity measures for topic-detection tasks could be enhanced. 

In the case of intelligent tutoring systems, the current findings open a window of 

opportunity for using the IR method to provide individualized and specialized feedback 

enhancing assessment for learning. In this way, valid assessments would be facilitated using 

this comprehensive framework for psychoeducational evaluation, taking advantage of the 

promotion of learning and instruction by facilitating feedback and self-assessment (Jonsson & 

Svingby, 2007). Classical studies that analyzed the benefits of automatic feedback in 

summarizing competence have shown considerable variability in their effect sizes, but they 

tend to have significant positive effects on the performance of the students (Kintsch et al., 

2000; Wade-Stein & Kintsch, 2004; Landauer et al., 2009; Mohamadi, 2018). These tools can 

be valuable for students to self-monitor their progress and to check their own improvements 

over time, although these tools may not be suitable for awarding a final grade. In this way, the 

IR method could improve knowledge assessment in online education (Jorge-Botana et al., 

2015; see similar educational applications for offline applications like Bellino & Bascuñán, 

2020, or Tulu et al., 2021) or other online communities because of using a valid and 

interpretable semantic representation of texts. Further applications can be made in assessing 

contents in social network data like Twitter or assessing cross-lingual readability by means of 
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topic-detection to estimate the level of difficulty of texts in different languages. Moreover, the 

IR method could improve tag‐based frameworks in different contexts, such as summarization 

of transcribed videos or differentiating psychological stages in transcribed chats due to having 

explicit topics that are established a priori in the computational model.  

The semantic space coordinates of IR were able to represent semantic concepts, but a 

differential performance was observed in texts. Some explanations can be considered to 

understand the differential performance of both the methods in the present study that are 

referred to the generalist corpus information (no specialized knowledge about these concepts 

was present). While current results are promising, future research should focus on the 

interaction between the corpus characteristics (e.g., generalist vs. specific linguistic corpus) 

with the performance of different computational methods. While a generalist corpus was able 

to represent semantic concepts using the IR method, future research should analyze the 

advantages that a more specific corpus could bring to these results. These specific corpora 

could be achieved using the lexical descriptors used to transform the latent semantic space 

with IR method in order to enrich its knowledge of the target concepts. Thus, the design of the 

corpus for specific level groups (different educational levels or competences; see, for 

example, Jorge‐Botana et al., 2018) would thus bring new possibilities to these computational 

models since the semantic representations depend on prior corpus knowledge.  

4.2. Conclusions 

In this paper, we conducted a between-subjects study to compare the convergent and 

discriminant validity of two computerized assessment methods designed to detect semantic 

topics in constructed responses (IR and PCS methods). While both methods are distributional 

models of language and use the same LSA prior knowledge, they produce different semantic 

representations. Results of this study showed that the predictive capacity of the IR method 

seems to be larger than the one of the PCS method. Also, it was observed that their 
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differential performance was related to two different properties of these computational scores: 

(1) The computational scores of the PCS method presented larger multicollinearity than the 

ones of the IR method, and (2) the computational scores of both methods present a 

considerable (dis)similarity as their evaluations of the same concepts seems to be very 

different. Thus, we concluded that topic-detection in constructed response assessments can be 

enhanced by the IR method using meaningful multi-vector representations of constructed 

responses, in comparison to classic LSA measures as the ones of the PCS method. As it has 

been shown, the multi-vector representations of IR method have different advantages: (1) 

First, they can represent different concepts and contents of a text, simultaneously mapping a 

considerable variability of contents in constructed responses; (2) Second, usual procedures 

compare the similarity between different text vector representations and cannot evaluate the 

absence of concepts, but the IR method is able to detect the absence of concepts when the 

scores of its semantic dimensions are near zero; and (3) Third, most importantly, the 

coordinates of the IR method are the result of orthogonal dimensions that can avoid the 

multicollinearity of common cosine-based vector representations. Given that recent and 

interesting LSA applications are starting to interpret its semantic space coordinates with 

meaning using less-refined strategies like varimax rotations (Kundu et al., 2015), it is 

noteworthy that the IR multi-vector representations could be a very interesting alternative for 

enhancing these educational technology research proposals. To summarize, the IR method 

properly endowed LSA dimensions with meaning, using a topic-based strategy. Thus, its 

meaningful semantic vector representations could enhance current computer-assisted 

language learning applications. 
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