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Abstract: (1) Background: Previous meta-analytic research found small to moderate relationships
between the Big Five personality traits and different linguistic computational indicators. However,
previous studies included multiple linguistic indicators to predict personality from an exploratory
framework. The aim of this study was to conduct a cross-validation study analyzing the relationships
between language indicators and personality traits to test the generalizability of previous results;
(2) Methods: 643 Spanish undergraduate students were tasked to write a self-description in 500 words
(which was evaluated with the LIWC) and to answer a standardized Big Five questionnaire. Two dif-
ferent analytical approaches using multiple linear regression were followed: first, using the complete
data and, second, by conducting different cross-validation studies; (3) Results: The results showed
medium effect sizes in the first analytical approach. On the contrary, it was found that language
and personality relationships were not generalizable in the cross-validation studies; (4) Conclusions:
We concluded that moderate effect sizes could be obtained when the language and personality rela-
tionships were analyzed in single samples, but it was not possible to generalize the model estimates
to other samples. Thus, previous exploratory results found on this line of research appear to be
incompatible with a nomothetic approach.

Keywords: language; personality; LIWC; cross-validation; exploratory models; linguistic indicators

1. Introduction

An emerging field of research in the psychology of language points towards the idea
that there are personality characteristics that can be reflected in the language that people
use. Improvements in statistical models and computational methods for language data
are generating new opportunities to study this relationship between personality traits and
linguistic computational indicators [1]. From this paradigm, language data is supposed to
capture lower-level personality processes that are closely related to behavioral outcomes
associated with personality traits. Any pattern in language (combination of cues) could
be useful to infer personality (e.g., subject pronouns, vocabulary expansions, adjectives,
topics, causative markers, sensorimotor terms, etc.). For this reason, there is a need for
a hard formalization of utterances in term of their cues and optionally even powerful
statistical methods to merge them in a predictive model. Computational models of lan-
guage can be helpful for these purposes, and these language-based measures of personality
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processes have proved to show reliable properties and relevant links with different per-
sonality traits (e.g., [2–4]). Previous empirical studies and theoretical reviews show that
the line of research focused on the study of the relationship between personality traits and
linguistic computational indicators is very promising, see for example: [1–3,5–9]. From this
mindset, evaluators generally use different types of computational linguistic models that
have been trained with specific corpora to automatically assess written or transcript oral
language. In the case of the Big Five personality traits (i.e., openness, conscientiousness,
extraversion, agreeableness, and neuroticism; [10]), a recent metanalysis showed significant
small to moderate combined estimates of correlations between computational indicators of
language and the personality traits [7]. This previous result meant that the relationships
between the Big Five personality traits and different linguistic computational indicators
were small to moderate in recent publications. A major problem of much previous research
is that, while researchers agree that good theories are necessary to develop psychological
science, many empirical studies are published without a strong theoretical background
(here, “exploratory” studies). For example, many papers consist of the prediction of one
or more dependent variables by means of multiple covariates or independent variables
without a strong hypothesis supporting the inclusion of the predictors in the model. Sim-
ilarly, the problem with much previous research evaluating language and personality
relationships is that they are “exploratory” studies, that is, they just included multiple
indicators of language from an exploratory framework. In this respect, it is widely known
that there are substantive problems in terms of replicability, robustness, and reproducibility
in psychological science (e.g., [11,12]). Even when there is a recent metanalysis presenting
medium to moderate effect sizes in this line of research [7], previous results could have
been biased because, generally, they used an exploratory framework. For that reason, we
advocate for the use of cross-validation techniques to gain evidence of the robustness (and
later reproducibility) of the results of those empirical studies analyzing the relationship
between linguistic indicators and personality that are “exploratory” (note that the term
“exploratory” is used to define those empirical studies using multiple covariates or inde-
pendent variables without a strong hypothesis supporting the inclusion of the predictors in
the model. The same would apply to those statistical models that are predicting variables
and are “exploratory” in their nature (note that this excludes, for example, other forms of
exploratory models such exploratory factor analysis) in their nature.

In this study, we used the Linguistic Inquiry and Word Count (LIWC, e.g., [13,14]), which
is a popular and well-known linguistic tool that has been used to study multiple psycho-
logical phenomena. In fact, it was one of the most popular tools in the primary studies
of the previously mentioned metanalysis [7]. Thus, there is enough empirical evidence
in the literature showing the links between personality traits and the LIWC indicators,
supporting LIWC as a reliable tool to study language-based personality and psychological
phenomena (see, for example, [15–21]). Following Tausczik and Pennebaker [22], mea-
suring personality in participants through writing samples and spoken dialogue show
that select LIWC categories correspond with Big Five personality traits. To take some
examples, for both males and females, higher word counts and fewer large words predict
extraversion [23]; LIWC categories showing complexity of language (e.g., articles, exclusive
words, causal words, and negations) are less frequent in the writing of people who score
high on extraversion [24]; people who score high on extraversion use more social words
and are more positive and less negative in terms of emotion [24]. This evidence is related
to traditional personality models, as, for example, models for extraversion would predict
that extraverted people engage in more social interaction and also have a more positive
response to that engagement. In addition, extraverted people would be less inhibited in
their language production, leading also to a less complex language [22]. However, despite
the empirical evidence, these descriptive tools, such as the LIWC, should not be interpreted
using a nomothetic perspective if exploratory studies are conducted due to potential prob-
lems including replicability, robustness, and reproducibility. That is, researchers should
use these linguistic indicators using an idiographic instead of a nomothetic approach in
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exploratory studies. To illustrate this, we used the indicators of the LIWC to predict the
scores of the Big Five questionnaire in a sample of students that wrote a self-description
in, approximately, 500 words. As it has been done in many previous studies, we used the
indicators of the LIWC as predictors of personality traits from an exploratory approach,
that is, we included all the LIWC indicators in the predictive models. Linear regression
models were used to increase the interpretability of the results of this paper (please note
that, while linear regression models are also considered predictive models, they are simpler
than, for example, neural network models, e.g., [25], which could be overparametrized and
show overfit in some scenarios).

In order to illustrate the relevance of cross-validation procedures in this specific line of
research, we conducted two analytical approaches using the LIWC indicators as predictors
and the Big Five questionnaire scores as dependent variables. Firstly, we analyzed the
complete data set as researchers would traditionally do. In this set of results, we showed
some examples of the findings that researchers would naturally obtain in this data set.
Secondly, we conducted different cross-validation studies where the complete data set
was randomly split in multiple training and validation data sets. This aimed to test if
results were robust and generalizable to different subsamples of the same data set. Then,
the objective of this cross-validation study was threefold: (1) to study the association
that can be observed in different samples when the model is estimated in the same data,
(2) to study the generalizability of the associations found between the LIWC indicators
and the personality traits to other samples, and (3) to illustrate if the LIWC indicators were
consistently selected as relevant predictors in different random subsamples and if their
standardized effects are robust. Please note that the present study was conducted to analyze
the relationship between LIWC indicators and personality in the Spanish language, but
the general conclusions and recommendations about the use of cross-validation techniques
should be independent of the idiosyncrasies of the study.

2. Materials and Methods
2.1. Participants

A total of 643 undergraduate students (their average age was 19.50 years, SD = 2.22;
min = 18; max = 37; 13% males) volunteered and received extra course credits for their
participation in the study. All these participants were studying a Psychology degree in
Spain (33.60% were in the first year of the degree, 32.80% in the second year, 19.80% in the
third year, and 13.80% in the fourth year). They had a high and fluent level of Spanish.

2.2. Instruments

Participants were tasked to write a self-description in, approximately, 500 words. They
received the following instructions: “Write a profile of approximately 500 words for a new social
network. Develop freely and in your own words the most precise and detailed definition about
yourself. The more elaborate the writing, the more informative it will be for the people who read your
profile. You can talk about your interests and motivations, the things you usually do throughout
the week, or the activities in which you usually spend your free time”. The mean length of the
answers was 363.37 words (SD = 153.03).

The Spanish version of the Big Five questionnaire [26] was used to evaluate personal-
ity traits. Appropriate reliability was found for the personality traits: openness (O; Cron-
bach’s α = 0.79; McDonald’sω = 0.83), conscientiousness (C; α = 0.86;ω = 0.89), extraversion
(E; α = 0.75; ω = 0.79), agreeableness (A; α = 0.82; ω = 0.85), and neuroticism (N; α = 0.90;
ω = 0.92). The average score was computed for each of the personality traits.

The Spanish version of the LIWC (LIWC2015; [14]) was used to evaluate multiple lin-
guistic indicators from the self-descriptions of the participants. An exhaustive description
of the LIWC indicators can be found in its manual [13,14].
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2.3. Procedure

Once all the participants were evaluated, three different data analysis strategies were
followed. In both procedures, we used multiple linear regression models, where the
personality traits were used as dependent variables and the LIWC variables were used
as covariates or predictors. Concretely, all the LIWC indicators of the self-descriptions
were introduced in each linear regression model for each personality trait, and then a
linear equation was estimated to predict the personality traits. All the statistical analyses
were performed using R software [27]. The multiple linear regression models were fitted
using the R’s lm function, and stepwise model selection was conducted using the R’s
stepAIC function of the MASS package [28], which is a standard procedure in empirical
studies (e.g., [29]). In the first analytical approach, we fitted the model in the complete
sample, which represents the substantive conclusions that might be reported in an empirical
study without cross-validation. In the second analytical approach, we conducted a cross-
validation study (hold-out method) by generating 1000 random samples of the complete
data set (70% for training and 30% for validation in each random split). In this latter
analysis, we evaluated the mean general performance (R/R2 measures) of the model in
both the training and the validation data sets, the proportion of random samples where
a representative LIWC measure (Word Count) was present, and the mean standardized
estimated effect of that predictor. In the third analytical approach, an additional cross-
validation study was conducted using the k-fold method with “lmStepAIC” from R’s caret
package [30]. This was done to analyze if reducing the overfitting of the models to the
training data set could improve their performance in the validation data sets. To do so, we
generated 1000 random samples of the complete data set (70% for training and 30% for
validation in each random split), but the training sets were also divided into k = 5 folds
(number of resampling iterations) where a final model was obtained by weighting the
model results in different training data subsets (reducing the dependency on a specific
training data set). Please note that the models that were evaluated in the validation data
sets were the result of the backwards stepwise selection in each of the training data sets in
both cross-validation studies. Supplementary Materials present additional analyses that
were carried out using only the women, as gender/sex was found to be a relevant variable
in previous research (e.g., [7,31]).

3. Results
3.1. Analyzing the Complete Data Set

Table 1 presents the results of the performance of the multiple linear regression models
using the complete data set. All the effect sizes were found to be relevant and larger than
the one that could be expected according to the results of a recent metanalytic study [7],
although they are in accordance with such previous results. Specifically, it is worth men-
tioning that neuroticism was the personality trait with a weaker relationship with the LIWC
language indicators, while the other four personality traits showed similar relationships
using the same language indicators.

Table 1. Multiple linear regression model performances (R and R2) for each personality trait.

O C E A N

Full model
R (R2) 0.452 (0.205) 0.429 (0.184) 0.459 (0.211) 0.449 (0.202) 0.422 (0.178)

Radj (Radj
2) 0.283 (0.080) 0.237 (0.056) 0.295 (0.087) 0.276 (0.076) 0.221 (0.049)

Backwards stepwise selection R (R2) 0.373 (0.139) 0.357 (0.127) 0.372 (0.138) 0.370 (0.137) 0.311 (0.097)
Radj (Radj

2) 0.342 (0.117) 0.310 (0.096) 0.345 (0.119) 0.336 (0.113) 0.279 (0.078)

Note. All LIWC indicators were included as covariates/predictors in the full model. Then, a backward stepwise
selection was conducted to choose the most relevant predictors for each personality trait. Radj and R2

adj were
adjusted by the number of variables. O = openness. C = conscientiousness. E = extraversion. A = agreeableness.
N = neuroticism.
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Table 2 presents the covariates/predictors that were found to be relevant in the final
multiple linear regression model resulting from the backward stepwise selection. These
are the LIWC variables that presented larger relationships with each personality trait. For
example, Word Count (the number of words of the participants’ self-description) presented
a positive relationship with consciousness, agreeableness, and neuroticism. This would
mean that people with larger scores in consciousness, agreeableness, and neuroticism
tended to write larger answers. Of course, one researcher might ad hoc hypothesize
that conscious people could tend to write larger answers due to their commitment to the
task, that agreeable people could tend to do it for social desirability, and that neurotic
people could write larger answers due to worrying about finishing the task adequately. On
the contrary, such a researcher might not have the expectation of finding a relationship
between the length of the answers and the openness and extraversion personality traits
(note that this was just an illustration of plausible conclusions from this set of results
regarding the LIWC variable Word Count). The results of an exploratory model might
generate a lot of expectations and ad hoc explanations for researchers aiming to explain
these model estimations. However, the robustness of these results should be tested to gather
information about their potential replicability to other samples. Thus, further evidence
from cross-validation techniques is needed to trust the conclusions of these exploratory
models, as the results of the following sections of this paper demonstrate.

Table 2. Unstandardized (and standardized) estimates of the covariates/predictors of multiple linear
regression models for each personality trait.

Estimate Openness Conscientiousness Extraversion Agreeableness Neuroticism

Intercept 0.656 ** (0.000) 0.157 (0.000) 0.364 ** (0.000) 0.199 (0.000) 0.570 ** (0.000)
Large words a 0.006 ** (0.117) - 0.006 ** (0.126) - -

Function words b −0.008 ** (−0.173) - - - -
Personal pronouns 0.008 (0.085) 0.012 ** (0.142) - 0.038 ** (0.582) -

Impersonal
pronouns 0.025 ** (0.253) 0.008 * (0.095) - - -

Past −0.021 (−0.078) - - - −0.022 * (−0.083)
Present −0.014 ** (−0.169) - - - -

Conjunctions 0.024 ** (0.221) - - - -
Family −0.028 ** (−0.153) - - - -

Humans −0.025 ** (−0.124) −0.016 * (−0.089) - - -
Exclamations −0.014 (−0.075) −0.017 * (−0.098) −0.018 * (−0.107) - -

Feelings 0.029 * (0.082) - - - -
Biology 0.061 * (0.411) - - - -

Body −0.053 (−0.113) - - - -
Health −0.055 * (−0.282) - - - -
Eating −0.066 * (−0.252) - - - -
Death 0.090 * (0.086) - - - 0.089 * (0.089)

Word count - 0.000 ** (0.175) - 0.000 ** (0.117) 0.000 (0.077)
She/he - −0.014 ** (−0.119) - −0.044 ** (−0.478) -

Prepositions - 0.007 * (0.106) - - -
Informal - 0.052 ** (0.105) 0.042 * (0.087) - -
Friends - −0.022 (−0.070) - - -
Anger - 0.039 * (0.091) 0.066 ** (0.156) - -
Insight - 0.012 * (0.095) −0.014 * (−0.114) - -

Inclusive words - 0.011 ** (0.128) - - -
Perception - −0.011 (−0.071) - - -
Relativity - −0.025 * (−0.392) - - -

Movement - −0.022 (0.155) - - -
Space - 0.022 (0.205) - - -
Time - 0.023 * (0.215) - - -

Achievement - 0.013 ** (0.109) 0.010 * (0.082) - 0.016 ** (0.124)
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Table 2. Cont.

Estimate Openness Conscientiousness Extraversion Agreeableness Neuroticism

Pleasure - 0.010 ** (0.213) - - -
Home - −0.026 * (−0.162) - −0.019 ** (−0.156) -

Commas - 0.008 ** (0.112) - - -
Quotes - 0.043 * (0.078) - - -
I (me) - - 0.006 (0.068) −0.040 ** (−0.550) −0.009 * (−0.089)
You - - −0.026 (−0.077) - -

Anxiety - - −0.058 ** (−0.139) - -
Cognitive

processes c - - 0.007 ** (0.164) - -

Tentativeness - - −0.017 ** (−0.144) - -
Seeing - - −0.022 (−0.072) - -

Religion - - −0.068 (−0.064) - -
Question marks - - 0.139 (0.065) - -

Dictionary words - - - 0.007 ** (0.222) -
Determinants - - - −0.005 (−0.077) -

Adverbs - - - −0.015 ** (−0.180) -
Quantifiers - - - −0.012 ** (−0.114) -
First person

(verbs) - - - −0.010 ** (−0.109) -

Second person
(verbs) - - - −0.080 ** (−0.154) -

Third person
(verbs) - - - −0.025 * (−0.090) -

Formal - - - 10.450 * (0.097) -
Sexual - - - 0.053 ** (0.119) -
Assent - - - −0.025 (0.072) -
Colons - - - 0.053 * (0.090) 0.052 (0.065)

Exclamations - - - 0.030 ** (0.109) -
Negative Emotions - - - - −0.036 ** (−0.178)

Certainty - - - - −0.014 * (−0.085)
Hearing - - - - −0.039 ** (−0.121)

Work - - - - −0.021 ** (−0.157)
Dashes - - - - −0.085 * (−0.084)

Apostrophes - - - - 0.272 * (0.077)
Other punctuation - - - - −0.070 * (−0.092)

Note. ** = p < 0.01. * = p < 0.05. a = words with more than six letters. b = total number of function words. c = total
number of cognitive processes words.

3.2. First Cross-Validation Study (Hold-Out Method)

To illustrate the relevance of cross-validation procedures in this line of research, we
randomly split the sample in different training and validation data sets (70% of the original
data set for training and 30% for validation in each random split) a total of 1000 times. This
was done to see if previous results were robust and generalizable to different subsamples
of the same data. Backwards stepwise selection was used in each of the estimated models
of this section. In the first subsection, we analyzed the mean performance (R/R2) of the
multiple linear regression models in the training data sets, that is, in those data sets where
the models were fitted. This was done to study the association that can be observed in
different samples when the model is estimated in the same data. In the second subsection,
we analyzed the mean performance (R/R2) of the multiple linear regression models in the
validation data sets, that is, in data sets where the models were not fitted. This was done to
analyze the generalizability of the associations found between the LIWC indicators and the
personality traits to other samples. In the third subsection, we analyzed the selection and
mean standardized effect of a specific LIWC variable (Word Count) in the training data
sets. This was done to illustrate if the LIWC variables are consistently selected as relevant
predictors in different random subsamples and if their standardized effects are robust.
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3.2.1. Distribution of Model Performances in the Training Data Sets

The mean performance (R/R2) of the multiple linear regression models was moderate
and robust (that is, the distributions of model performances had small standard deviations).
Given that both R and R2 measures are equivalent, we present here the results of the former
measure to make them more comparable with previous results. A mean R measure of 0.45
(SD = 0.03, Mdn = 0.45, Min = 0.35, Max = 0.53) was found for openness, an R = 0.44
(SD = 0.03, Mdn = 0.44, Min = 0.35, Max = 0.52) for conscientiousness, an R = 0.47
(SD = 0.03, Mdn = 0.47, Min = 0.36, Max = 0.58) for extraversion, an R = 0.46
(SD = 0.03, Mdn = 0.46, Min = 0.30, Max = 0.54) for agreeableness, and an R = 0.42
(SD = 0.03, Mdn = 0.42, Min = 0.30, Max = 0.53) for neuroticism. Figure 1 presents the
distribution of the performances of the multiple linear regression models (R measures) in
the training data sets.
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Figure 1. Distribution of model performances (R measures) in the training data sets. x-axis ranges
from 0.30 to 0.60.

3.2.2. Distribution of Model Performances in the Validation Data Sets

Compared to previous results, the performance of the model in the validation data
sets was low, presenting larger variability than the model performance in the training
data sets due to the smaller size of the validation data sets. Again, we present here the
results of the R measures to make them more comparable with previous results. A mean R
measure of 0.14 (SD = 0.06, Mdn = 0.14, Min = −0.08, Max = 0.33) was found for openness,
an R = 0.09 (SD = 0.06, Mdn = 0.09, Min = −0.12, Max = 0.26) for conscientiousness, an
R = 0.14 (SD = 0.06, Mdn = 0.14, Min = −0.05, Max = 0.34) for extraversion, an R = 0.08
(SD = 0.07, Mdn = 0.08, Min = −0.19, Max = 0.27) for agreeableness, and an R = 0.06
(SD = 0.06, Mdn = 0.06, Min = −0.11, Max = 0.26) for neuroticism. Figure 2 presents the
distribution of the performance of the multiple linear regression models (R measures) in
the validation data sets. There are some trials where the model performance was similar to
the expected effect size in this area of research (e.g., [7]), but the central tendency of the
present results was nearly zero. Also, many trials presented negative and near-to-zero R
measures. Thus, the estimated models were lacking in generalizability to other samples,
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which means that the results that are estimated in the training data sets could be overfitted
or idiosyncratic to the data (please note that we are using relatively simple models such
as multiple linear regression models) and their estimations cannot be generalizable to
other samples.
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3.2.3. Predictor Selection and Mean Standardized Effect of Word Count in the Training
Data Sets

Previous results showed the mean performance of the models, but it is unclear if the
effects of specific indicators remain robust among the different training data sets. In order to
illustrate the robustness of the effects of predictors among different random subsamples, we
analyzed the selection and the standardized effects of a specific LIWC indicator, the Word
Count (i.e., the number of words of the self-description). As we saw in previous sections
(3.1. Analyzing the Complete Data Set), this LIWC indicator was found to be a relevant
predictor of three out of five personality traits. Specifically, the Word Count presented a
positive relationship with consciousness, agreeableness, and neuroticism, in the complete
data set (Section 3.1). In the backwards stepwise multiple linear regression results of the
1000 random subsamples of the cross-validation study, it was found that the Word Count
was selected as a relevant predictor for consciousness 98.2% of the time and for agreeable-
ness 88.4% of the time. Similarly, it was selected as a relevant predictor of extraversion
only 10.1% of the time (please note that this LIWC indicator was not found to be relevant
in Section 3.1). On the contrary, Word Count was only selected as a relevant predictor of
neuroticism 52.2% of the time (it was found to be a relevant predictor in Section 3.1) and
was selected for openness close to 35.3% of the time (although it was not found to be a
relevant predictor in Section 3.1). These results mean that there were consistent relation-
ships between Word Count and select personality traits among the random subsamples of
the study (i.e., it showed a significant relationship with consciousness and agreeableness
and a not-significant relationship with extraversion). On the contrary, it was also seen that
its relationship with openness and neuroticism was not so clear and appeared to strongly
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depend on the selected subsample. Figure 3 presents the distribution of standardized
effects (β) of Word Count in the training data sets for the five personality traits, with a
focus on the interpretation of conscientiousness, agreeableness, and extraversion, for the
sake of brevity. Two consistent relationships were found for Word Count (note that we
analyzed the standardized effect of Word Count in those models that actually selected this
predictor in the backwards stepwise selection): (1) the presence of an association with
consciousness and agreeableness, and (2) the absence of an association with extraversion.
In the former cases, the mean standardized effect in conscientiousness was 0.170 (SD = 0.040,
Mdn = 0.169, Min = 0.078, Max = 0.331, N = 982), with it being 0.140 (SD = 0.036,
Mdn = 0.136, Min = 0.074, Max = 0.267, N = 884) for agreeableness. In the latter case, the
mean standardized effect in extraversion was 0.080 (SD = 0.057, Mdn = 0.094,
Min = −0.100, Max = 0.153, N = 101) and its range contained zero. This would mean
that select LIWC variables presented consistent relationships with select personality traits
in different subsamples.
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3.3. Second Cross-Validation Study (k-Fold Method)

To analyze if the lack of replicability found in the previous results was related to
overfitting the models to the training data sets, an additional cross-validation study using
the k-fold method was conducted. Again, we present the results of the R measures. A mean
R measure of 0.13 (SD = 0.06, Mdn = 0.14, Min = −0.05, Max = 0.33) was found for openness,
an R = 0.09 (SD = 0.05, Mdn = 0.09, Min = −0.17, Max = 0.26) for conscientiousness, an
R = 0.14 (SD = 0.06, Mdn = 0.14, Min = −0.03, Max = 0.35) for extraversion, an R = 0.08
(SD = 0.07, Mdn = 0.08, Min = −0.15, Max = 0.29) for agreeableness, and an R = 0.05
(SD = 0.06, Mdn = 0.05, Min = −0.22, Max = 0.24) for neuroticism. Figure 4 presents the
distribution of the performance of the multiple linear regression models (R measures) in
the validation data sets. In this cross-validation study (using the k-fold method), a similar
pattern of results was found whose central tendency was also nearly zero. This would mean
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that reducing the overfitting of the models to specific training data sets did not increase
their performance in the validation data sets.
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4. Discussion

The aim of the present study was to analyze the generalizability of the predictions of
the Big Five questionnaire [9] using the linguistic indicators of the well-kwon LIWC [13,14]
from self-descriptions in a sample of students. As it was done in many previous empirical
studies, we used the indicators of the LIWC as predictors of the personality traits using
an exploratory approach, that is, we included all the LIWC variables in the predictive
models. The results of the present paper were clear: there were significant relationships
between language and personality in specific samples (similar to the effect sizes found
in previous metanalytic research, e.g., [7]), but our cross-validation study showed that
the model estimates were not generalizable to other samples. In other words, it was not
possible to generalize the language–personality relationships that were found in specific
samples to the population nor to very similar samples. For example, the performance of
models tested in different random subsamples of the same data set was very low, even
when the original sample was relatively homogeneous (i.e., it was composed of young
Spanish undergraduate students studying Psychology). In this respect, it is beyond doubt
that the LIWC is an excellent tool to study language and psychological phenomena, but
researchers could be using it inadequately in exploratory studies aiming to generalize their
conclusions. In the following, we discuss different aspects of the results of the present
study to improve future research.

Firstly, it was found that the generalizability of exploratory analysis could not be
trustworthy, at least in this line of research. While we could find relevant substantive
relationships between the linguistic indicators of the LIWC and the Big Five personality
traits in the complete data set, the results were not generalizable to different random
subsamples of the same data. Thus, the results that were estimated in the training data sets
could be idiosyncratic to the data (Note that the k-fold cross-validation study, aiming to
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reduce the overfitting to a specific training data set, did not present relevant differences
with the hold-out cross-validation study. The use of relatively simple models such as
linear regression models to make the results more comprehensible is also noteworthy, but
the same results could be expected in more complex predictive models. In fact, more
complex models could be even more influenced by potential overfitting to the training
data sets). In addition to using strategies that avoid overfitting the models to the data
(i.e., strategies that protect against a high Type I Error rate), exploratory studies should
serve to accumulate empirical knowledge and evidence about the phenomenon under
study. For example, in the case of this line of research, it would be useless to carry out
exploratory studies relating language properties to personality if the provisional results
derived from these exploratory studies are not used as evidence in future studies. Only
when significant and/or substantive effects are verified in new studies, with other samples
and in different scenarios, the idiographic approach (particular to one study) could lead to
a nomothetic perspective.

Secondly, we would like to endorse the use of cross-validation procedures in studies
that are exploratory in their nature. It is necessary to conduct cross-validations to trust
the empirical results of exploratory studies. In this paper, we saw that the Word Count
had a consistent relationship with three out of five personality traits. That is, it was found
it to be a consistent relevant predictor for consciousness and agreeableness in different
random subsamples and to have a null relationship with extraversion. On the contrary,
its relationship with openness and neuroticism was not clear because it depended on
the selected random split. These findings were different to the conclusions that would
be made using the complete data set. Thus, cross-validation procedures are useful to
study the generalizability of both the general performance of the model and the effects of
specific predictors.

Regarding the limitations of the present study, it is worth mentioning that we used
multiple linear regression models to analyze the data. This decision was made to keep the
results as simple as possible, but it is expected that a very similar pattern of results would
have been found with more complex predictive models. Moreover, the effects of multiple
linear regression models had the advantage of being more focused on the interpretability
of the results than other predictive models. An additional limitation of this study was its
sample size because, despite us using a large sample comparing to many primary studies of
previous metanalytic studies [7], the results using much larger data sets could be different
(on the contrary, see [31] an example of a large dataset whose effect size was around r = 0.30
in [7]). In this context, many other relevant variables could be considered in future research.
For example, gender/sex has been found to be a relevant moderator variable in previous
research [7,31], although the present study did not find relevant differences between the
results of women and the results of the whole sample (probably due to the sample of this
study being mainly composed by females). Other examples, such as socioeconomic status
or educational level, which were very homogeneous in the sample of this study, could
be relevant variables to be taken into account. Other interesting variables include verbal
intelligence, a construct with relevant direct relationships with personality [32] and also
with indirect relationships with other potential moderating variables [33–35]. Moreover,
the present study was conducted in the Spanish language, and further research should try
to analyze the generalizability of the results in different languages and cultures. This latter
line of research about linguistic and cultural differences would go hand in hand with the
proposal of starting research from idiographic perspectives aiming to later generate results
from nomothetic approaches.

Finally, we would like to note that this is just an illustration in a specific line of research
where it was easy to evaluate that the results were not generalizable to different subsamples
of the same data set due to the transparency of the cross-validation study. However, the
implications of this paper are very broad, as all empirical studies that are exploratory in
their nature would present the same generalizability concerns. As we previously said,
it is very common to see empirical studies predicting one or more dependent variables
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by multiple covariates or independent variables without a strong hypothesis supporting
the inclusion of the predictors in the model. We recommend the use of cross-validation
procedures to show the robustness (and later reproducibility) of the results if the tested
models are exploratory and the authors pretend to follow a nomothetic approach. In
this line, it is necessary to continue pursuing a more formal psychological science using
computational or mathematical models to analyze the relationships between language and
personality (for example, see the advantages of formal models in psychology here: [36,37];
which also strengthens theories, e.g., [38]). In this work, all the indicators included in the
predictive models were taken from the LWIC tool, and the use of word embedding methods,
whether frequency-based such as Latent Semantic Analysis [39,40] or prediction-based such
as Word2Vec [41], have not been explored in determining possible predictive features for
personality traits [e.g., see an exception of the use of Latent Semantic Analysis in 4]. Although
this is an interesting future line of research, we must remain cautious and emphasize
the need for robust cross-validation methods in the analysis of predictive indicators of
personality traits. In light of this, we will approximate the phenomenon under study by
means of vector space models using a confirmatory perspective focused on the validity of
the linguistic indicators in future research (see a similar rationale in [42]).
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