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ABSTRACT Learning analytics has emerged as a promising tool for optimizing the learning experience and
results, especially in online educational environments. An important challenge in this area is identifying the
most difficult topics for students in a subject, which is of great use to improve the quality of teaching by
devoting more effort to those topics of greater difficulty, assigning them more time, resources and materials.
We have approached the problem by means of natural language processing techniques. In particular,
we propose a solution based on a deep learning model that automatically extracts the main topics that are
covered in educational documents. This model is next applied to the problem of identifying the most difficult
topics for students in a subject related to the study of algorithms and data structures in a Computer Science
degree. Our results show that our topic identification model presents very high accuracy (around 90 percent)
and may be efficiently used in learning analytics applications, such as the identification and understanding
of what makes the learning of a subject difficult. An exhaustive analysis of the case study has also revealed
that there are indeed topics that are consistently more difficult for most students, and also that the perception
of difficulty in students and teachers does not always coincide with the actual difficulty indicated by the data,
preventing to pay adequate attention to the most challenging topics.

INDEX TERMS Deep learning, text mining, learning analytics, teaching of algorithms, challenging topics.

I. INTRODUCTION
The widespread use of computers and the Internet in all
areas of education has led to the availability of large amounts
of data. The use of these data requires, on the one hand,
the application of data mining techniques, usually known as
educational data mining, and on the other hand, the develop-
ment of techniques to analyze these data and apply them to
improve the learning process, which is often referred to as
learning analytics. Both fields can be seen as expressions of
the same area of research in education.

Educational data mining and learning analytics have been
considered in a large amount of works and applications [2],
[22], [23], leading to a new generation of learning tools and
educational paradigms, such as collaborative learning [27],
personalized learning [11], blended learning [25], or game
learning [3], to cite a few of them.
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Text is one of the main ways of information transmission
and interaction in education. Text mining is hence essen-
tial to take advantage of this huge source of information.
Natural language processing and machine learning tech-
niques are applied to extract the data contained in docu-
ments. They make possible applications such as selecting
documents in a personalized way to meet learning needs,
creating question-answering systems, recommend content to
enhance learning, etc. These techniques have been often used
to analyze students’ online communications, such as discus-
sion forum [17], [24] allowing to capture social aspects of
student learning. Sentiment analysis [1], [4], [21] has also
been frequently employed to personalize recommendations
in education considering both lexicon-based [4] and machine
learning [21] approaches.

In this work, we apply natural language processing and text
mining techniques to identify the main topics of a subject
that are covered in a text. This characterization has many
applications in education. It can be used, for example, to
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identify the topics in the students’ questions and provide
automatic answers and recommendations. It can also be used
in combination with sentiment analysis techniques to detect
whether there is a particularly problematic issue. Another
application may be the automatic tagging of videos from the
transcripts. Therefore, the first contribution of this work is
the design and implementation of a deep learning model that
considers both lexical and syntactic features and that provides
very accurate results (around 90 percent accuracy) in the
identification of the main topics that are covered in a text.
The problem is addressed as a binary classification task for
each topic in a predefined list. Each classifier is implemented
by a deep learning model using a Long Short-Term Mem-
ory (LSTM) neural network. The main input to the classifier
are word embeddings, a distributed representation of words
such that words with similar meaning have a similar represen-
tation, a key feature for the outstanding performance of deep
learning methods in NLP tasks. We have also investigated the
contribution of other features such as the part of speech of the
words in the text or the presence of uppercase letters.

The second and most important contribution of this
work is the application of the topic identification model to
automate the process of understanding what makes the learn-
ing of a subject difficult. This application is of great use to
improve the quality of teaching by devoting more effort to
those topics of greater difficulty, assigning them more time,
resources and materials. First, the topic detection model is
applied to the automatic identification of the topics covered
in the questions from a repository of past tests, and second,
each topic is related with the performance of the students in
the questions that deal with such topic. This makes possible
to study whether there are significant differences between the
students’ scores for the different topics in the subject, or the
differences are punctual and disappear in the aggregated data.
We may also analyze the degree of confidence of the results
and their correlation with the practical or theoretical nature
of the questions.

As the third relevant contribution, we apply our method-
ology to a subject related to the study of algorithms and
advanced data structures. This is a key field in Computer
Science degrees and one of themost difficult, so that improve-
ments in this subject may have a great impact on the students’
perception and satisfaction. Since the results have confirmed
the existence of significant differences, we have investigated
the reasons for the differences in difficulty. Moreover, a study
of the perception of students and teachers carried out by
means of a questionnaire has revealed that the perceived diffi-
culty does not always coincidewith the difficulty according to
the evaluation data. For example, both groups, students and
teachers, do not consider divide and conquer scheme as the
most difficult algorithmic scheme, whereas the data show that
this is worst performance scheme. The questionnaire has also
indicated possible reasons for the difficulty of some topics,
such as the lack of sufficient prior knowledge about recursion,
or the wrong perception of the topic difficulty, which leads
students to devote less time than necessary to its study.

In summary, the main contributions of this work are:

• The design and implementation of a new deep learning
model able to label the main topics that are covered in
educational texts with very high accuracy, including a
comprehensive evaluation of different types of embed-
dings for the representation of texts.

• The use of the topic labelingmodel in a novel application
with important implications in education: the identifica-
tion, based on objective data, of the most difficult topics
for students in a subject. The automation of the topic
identification process will allow for a quick analysis of
student results for each topic, providing relevant infor-
mation for teachers to improve materials and resources
according to the students’ needs.

• The application of the methodology for analyzing the
topics’ difficulty to a particular case study: a Computer
Science subject related to the study of data structures and
algorithmic schemes. This study has yielded important
findings, such as the subjectivity of students and teach-
ers’ perception on the difficulty of the different topics
and the need for an objective analysis based on data.

The remaining of the paper is organized as follows:
section II presents the experimental framework used to obtain
the experimental data and the deep learning model for topic
classification; section III describes the results obtained by the
classifiers when tagging the exam questions of the considered
subject, section IV is devoted to present an application of the
proposed labeling algorithm to analyze the difficulty of the
topics in the subject considered, including data about the sub-
jective estimation of topic difficulty according to students and
teachers; and finally, section V draws the main conclusions
and future work.

II. MATERIALS AND METHODS
This section presents the process followed to gather and
annotate the data needed for training and evaluating our pro-
posal, as well as the deep learning LSTM network for topic
identification.

A. DATA PREPARATION
Our proposal has been tested on the data collected over the
years on a subject related to algorithms and advanced data
structures. The subject considered is taught at one of the
largest Spanish Universities (in number of students) that com-
bines distance learning with on-site assistance to students.
Our study involves 2043 students who took theAlgorithm and
Data Structures tests from 2012 to 2020.

The subject is taught in the second course of a Computer
Science degree and includes a part devoted to data structures
and another dedicated to algorithmic schemes. Among the
data structures that are taught are hash tables, graphs and
heaps. These two last are used in the implementation of
some algorithmic schemes that require to explore the search
space (graphs) or the use of a priority queue (that can be
implemented using heaps) for the branch and bound scheme.
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Among the algorithmic schemes included in the subject are
greedy, divide and conquer, dynamic programming, back-
tracking, and branch and bound.
For teaching each scheme and data structure, the gen-

eral case is first presented and exemplified in a particular
problem. Then, other classic problems of application of the
data structure or the scheme are shown. About ten examples
of algorithms are proposed for each scheme, including the
most representative cases. For example, the Prim, Kruskal,
and Dijkstra algorithms are studied in the greedy scheme,
quicksort and mergesort in divide and conquer, and Floyd
algorithm in dynamic programming. Other problems are also
proposed for each topic to allow students to practice. Students
also have to carry out two compulsory practical assignments
in which they apply two of the schemes included in the
subject, which are different for each academic year.

The tests of the subject are composed of multiple choice
questions. Each question has four options, and students must
choose one, and only one, option, or leave the question unan-
swered (blank). Wrong answers have a penalty.

The first step of the methodology consists in defining a set
of labels or descriptors and assigning them to the questions
in the tests of previous courses. Figure 1 shows the hierarchy
of labels assigned and their meaning. Among the labels con-
sidered are the topics from the subject to which the question
is related, the theoretical or practical nature of the question,
and the previous knowledge required to understand the topic.
Note that some labels may contain other more specific labels,
such as, for instance, the label SCHEME, which comprises
five specific schemes under it.

The second step is annotating the questions of the tests
with the selected labels. As a result, our exam database con-

FIGURE 1. Hierarchy of labels along with their meaning, assigned to
topics and aspects of the considered field.

sists in 26 different tests and 156 questions collected over a
eight-year period.

B. DEEP LEARNING MODEL FOR THE BINARY
CLASSIFICATION OF TOPIC LABELS
The annotated dataset allows the development of automatic
labeling systems to classify educational texts according to
the main topic they deal with. In this case, texts are related
to algorithms and advanced data structures. In this section,
we present the design of the deep learning neural network
model for performing this task using the annotated dataset
for training and evaluation.

The problem is addressed as a binary classification for
each topic in the subject. The size of the training data is not
large enough to consider other kind of classifiers. Each test
question in the training data is assigned a label TRUE if it is
related to the topic being classified and FALSE otherwise.

The model proposed is based on a Bi-LSTM network [16].
LSTM networks are able to learn long-term dependencies
and to remember information for long sequences of input.
As any other recurrent neural network, they are a chain
of repeating modules of neural networks. Bi-LSTMs are
bidirectional LSTMs, which connect two hidden layers of
opposite directions to the output. In this way the output layer
gets information from both, backwards and forward states
simultaneously. A densely connected hidden layer (Dense),
with sigmoid activation function, takes the Bi-LSTM output
as input and provides the final probabilities for the document
to be associated to the considered label.

The exam questions are collected in xml files, such as the
one shown below.

<TEST date=‘‘2012-F-1S’’>
<QUESTION n=‘‘2’’>
<TEXT> Consider the problem of the backpack prob-

lem. . .
</TEXT>
<OPTION l="a" v="F">0 2 2 5 10 12 . . .</OPTION>
<OPTION l="b" v="T">0 2 2 5 10 14 . . .</OPTION>
<OPTION l="c" v="F">0 2 2 5 10 12 . . .</OPTION>
<OPTION l="d" v="F">None of the above</OPTION>

</QUESTION>
</TEST>

Each exam question in the training and validation sets is
annotated with the labels associated to it, for example:

2012|FEB|1S|2|SCHEME,DP,PRACTICAL

For each label, all the exam questions are examined and
labeled as positive if they have been assigned to a particular
label, or as negative otherwise.

In order to design our deep learning model we have con-
sidered the following features:

Words. We have used the embedding vectors by
Cardellino [8]. They are vectors of 300 dimen-
sions corresponding to 1000653 unique tokens in
Spanish. They have been obtained from a Spanish
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billion words corpus using the word2vec [19]
algorithm.

POS tagging. Another feature considered has been the
POS tags assigned to the words in the document.
The particular sequence of POS tags can help to
select the correct labels. To assign the POS tag we
have used the Spanish model of the open-source
library Spacy for NLP in python, trained on the
AnCora and WikiNER corpus.

Casing. Another interesting feature is the word casing
information. A common NLP practice [12], that
we have also applied here, is to reduce the num-
ber of entries in the dictionary by transforming all
the words to lower case. However, capital letters
may indicate the presence of some relevant entity
names (Dijsktra, Prim, etc.) whose presence may
be relevant for the topic being classified. Therefore,
in order to keep some upper case information lost
by the lower case transformation, we use the CASE
embedding representation. Specifically, we use a
CASE feature to indicate if a word is lowercase,
is all uppercase, has first letter capital, or has at least
one non-initial capital letter.

Chars. In order to improve the coverage of the word
embeddings, for words, numbers, and other sym-
bols not included in the tokens represented by the
word embeddings, we resort to character embed-
dings. This vectorial representation captures the
information contained in both prefixes and suffixes.

Figure 2 shows the architecture of the proposed model.
The network is fed with four features represented by embed-
dings: lower case words, POS tagging, the casing informa-
tion, and char information. A bi-directional LSTM layer,
with hyperbolic tangent (tanh) activation function, takes the
concatenation of the embeddings as input. LSTM are recur-
rent neural network (RNN) composed of Long short-term
memory (LSTM) units. These units have the capability of
‘‘remembering’’ values over arbitrary time intervals, and
therefore they are appropriate to process and predict series
given by sequences of labels of unknown size. Finally, after
another dense hidden layer, a dense layer, with sigmoid acti-
vation function, calculates the probabilities of the positive or
negative answer of the classifier.

The PoS-tagging, casing and character embedding mod-
els have been implemented using Keras Embedding Layers
initialized using a random uniform distribution. In the case
of the char embeddings, we have also tested the system
performance using pre-trained char embeddings. To generate
these pre-trained embeddings we have used the architecture
proposed by Kim et al. [18]. They proposed a neural lan-
guage model that utilizes only character-level inputs where
predictions are still made at the word-level. The authors claim
that the model is able to encode, from characters only, rich
semantic and orthographic features. We have applied the
architecture proposed in this work to generate 25 dimensions

FIGURE 2. Deep learning model to classify questions according to each
topic in the subject.

char embeddings. The model has been trained with a collec-
tion of 100.000 documents collected from PUBMED. The
python code is a available in the web page of our research
group.1

III. RESULTS
We have split our collection of exam questions into train-
ing, validation and test sets. Specifically, the training set is
composed of 15 different tests and 90 questions collected
over a five-year period (February 2012–September 2016),
the validation set is composed of the exams corresponding to
2017 and 2018, and test set is composed of 36 questions from
6 exams collected during the two last years (2019 and 2020).

For each configuration considered, we have performed a
detailed study of the hyperparameters of the network using
the validation data set: the Bi-LSTM size and the number of
training steps or epochs. Figures 3 and 4 show the study of
these parameters for the model using only word embeddings,
whereas Figures 5 and 6 show the study for the configuration
using word embeddings and pretrained word embeddings.
A similar study has been performed for the rest of the config-
urations considered. Table 1 shows the parameters selected
for each of them. In general, best results are obtained for not
very large networks of between 10 and 25 LSTMunits. This is

1http://ineda.lsi.uned.es/recursos/char_pretrained_model.tar.gz
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FIGURE 3. Study of the optimal Bi-LSTM size for the model using only
word embeddings. Number of epoch is set to 100.

FIGURE 4. Study of the optimal number of training steps for the model
using only word embeddings. Bi-LSTM size is set to 25.

FIGURE 5. Study of the optimal Bi-LSTM size for the model using
pretrained embeddings for words and chars. Number of epoch is set to
100.

consistent with the fact that the processed texts corresponding
to exam questions are not very long. In all cases, 100 epochs
are enough to achieve a stable result.

Table 2 shows the average results for all the topics con-
sidered using different configurations for the input. The
first row shows the results using only the pre-trained word
embeddings as input. The next three rows show the results
obtained by enhancing the input with POS tag embeddings,
casing embeddings and character embeddings, respectively.

FIGURE 6. Study of the optimal number of training steps for the model
using pretrained embeddings for words and chars. Bi-LSTM size is set
to 10.

TABLE 1. Parameters selected for the different configurations of the
network that have been considered.

TABLE 2. Accuracy (average of 10 runs) results for different
configurations of the input to deep learning LSTM classifier. Results are
the average of the accuracy obtained for the set of classifiers for all the
topic labels considered. Standard deviation appears in brackets.
Parameters used for each configuration are shown in Table 1.

The last four rows correspond to using pre-trained charac-
ter embeddings obtained from a large dataset, as explained
in the subsection II-B. We can see that the average results
for all of experiments are high and similar. However, if we
look at each of the features analyzed, we see that the use
of POS tag embeddings slightly reduces the performance of
pre-trained word embeddings and the character embeddings
worsen the results a little more. This trend is confirmed by
the use of pre-trained character embeddings obtained from
PUBMED, where the best results are obtained with the use of
casing embeddings. If we consider the accuracy of individual
labels, shown in the Table 3, we can see that the results are
particularly high for themost specific labels, even when using
the simplest configuration (only word embeddings). In this
way, for instance, we obtain nearly 100% accuracy for the
HASH, DIJKSTRA, PRIM, QUICKSORT labels. However,
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TABLE 3. Accuracy (average of 10 runs) results for each topic label using
the configuration that has as input only word embeddings. Standard
deviation appears in brackets.

the problem becomes more complex when considering labels
at the highest level of the hierarchy, i.e. those representing
general topics, such as THEORETICAL or SCHEME. The
classification of these labels is more complex, since they are
not generally described using specificwords, and they involve
different kinds of questions.

We have studied whether it is possible to improve the clas-
sification results of the most general labels by enriching the
model with additional information. Table 4 shows the results
for the different configurations considered. We can see that
the differences are still small. In particular, we can see that
the use of the POS embeddings, casing and char embeddings
gets some improvement for some labels, but not for all of
them. The greater improvement is obtained using pre-trained
character embeddings. This indicates that the available data
may not be enough to produce quality embeddings in some
cases.

Considering the differences between the four top-level
labels, we can observe that the highest improvement when
using pre-trained character embeddings is achieved for the
PRACTICAL label, as they capture the presence of numbers
and other characters that may be indicative of the practical
nature of a question. The same occurs for the DS label,

the reason being that questions about data structures usually
involve numbers. In contrast, the highest improvement for
the SCHEME label is achieved when the case embeddings
are used: it must be noted that the names of the different
schemes, as well as the algorithms implementing them, are
usually capitalized in Spanish. For this reason, the uppercase
information is of great help.

Finally, it is worth mentioning the great advantage of
the proposed system as it does not require complex engi-
neering of features, as it happens with traditional machine
learning systems. The system designed does not need any
pre-processing of the data, but only low dimensional vec-
tors representing the words and the sequences of characters.
In order to support this claim, we have also tested some
classic machine learning algorithms. Table 5 compares the
results of some classic classifiers, SVM and Random Forest,
and those obtained with the deep learning network proposed
in this work.

For building the classic classifiers we have designed set of
features adapted to the problem considered. These features,
from the state of the art, include all the terms found in the
labels considered (see Figure 1), as well as some other data,
such as the number of letters, digits, and punctuation marks.
We have also included TF-IDF (term frequency-inverse docu-
ment frequency) features that indicates the relevance of terms
included in the considered question with respect to the whole
set of questions. We have used the Weka software2 with
default parameters for building these classifiers. We have
evaluated our model using the same training and test sets that
the deep learning system. Table 5 compares the results for a
SVM classifier (without including the TF-IDF features and
including them), and a Random Forest classifier, both with
and without the TF-IDF features. For the sake of comparison,
we have included, in the last row, the results for the best
configuration of the deep learning system, which correspond
to W+ChPRET+CASE in Table 4. We can observe that the
classic classifiers can get close to the deep learning system
results, but they require much more work for designing and
extracting the used features. Actually, some features, such as
TF-IDF, have a great influence on the results.

2https://www.cs.waikato.ac.nz/ml/weka/

TABLE 4. Accuracy (average of 10 runs) results for the more complex labels using different configurations of the inputs to the network: only word
embedding (W), word and POS tag embeddings (W+POS), word + Case embedding (W+CASE), word and char embedding (W+CH), word and pre-trained
char embeddings (W+ChPRET), word, pre-trained char and POS tag embeddings (W+ChPRET+POS), word, pre-trained char and casing embeddings
(W+ChPRET+CASE), and finally word, pre-trained char, POS tag and casing embeddings (W+ChPRET+POS+CASE). Standard deviation appears in brackets.
Best results appear in bold. Parameters used for each configuration are shown in Table 1.
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TABLE 5. Comparison of two classic classifiers, SVM and Random Forest,
without including TF-IDF features (main features) and including them
(w. tfidf). Last row corresponds to the results obtained with the best
configuration of the deep learning (DL) system (W+ChPRET+CASE).

TABLE 6. Accuracy results for each topic label using the classification
algorithm Random Forest in a machine learning approach. Mean absolute
error appears in brackets.

Table 6 shows the results for the different topics using the
Random Forest classifier, that provides better results than
SVM. The results for nearly all labels are lower or similar to
those obtained with the deep learning system (see Table 3).
Only the results for the SCHEME label are slightly higher
and only using TF-IDF features. The simplicity of the deep
learning system is important in order to apply the system to
different tasks and fields in education. In particular, the high
results achieved validate the system to be applied to the
labeling of topics in exam questions.

IV. APPLICATION: WHAT MAKES THE LEARNING OF
ALGORITHMS COMPLICATED
The diagnosis of the difficulties experienced by students (or
generally, learners) is critical to help them to be successful.
Frequently, such difficulties come from the inherent complex-
ity of the concepts or topics being studied. Other difficulties
are derived from the lack of adequate background or may
come from the individual characteristics of students (lack of
concentration, adequateness of mental processes, etc.) [10].

Previous works have acknowledged how important is to
take into account the difficulty of concepts and topics for
learning effectively [9]. It may help teachers to focus their
effort in those concepts that are more difficult for students
by, for instance, designing new material, providing exercises
for teaching such concepts or motivating student participation

through collective discussions on such topics. When evalu-
ating the difficulty of concepts in a learning environment,
different approaches have been employed [10]. One is based
on the position of the different concepts in a domain ontol-
ogy, the assumption being that the hierarchical relationship
among domain-specific concepts gives an indication of their
difficulty. Oliver et al. [20], for instance, compare the cog-
nitive difficulty level of computer science courses using the
Bloom taxonomy. Another one is based on the frequency of
concept-related or domain words in domain-specific texts.
The hypothesis here is that the less the word occurs in a
language, the higher the complexity of that word will be [5].

Some works have focused on analysing the difficulty
of the issues perceived by students and/or teachers and
on studying the agreement between the different measures.
Boughoula et al. [6] use raw clickstream data from video
watching sessions of a Coursera MOOC about text retrieval
and search engines to discover the difficult topics. Their
hypothesis is that the more a video segment is watched,
the more difficult it is. Conejo et al. [13] performed several
experiments to study whether human expert (teacher/student)
estimations are similar to difficulty values provided by
data-driven techniques. They also analysed the alignment of
teachers and students’ viewpoints about task difficulty. They
used the SIETTE system [14] for their experiments. Their
conclusion is that human-based estimations of difficulty are
not consistent with those obtained through data-driven tech-
niques. They also found some evidence indicating that stu-
dents’ estimations are better than teachers’ ones. Previous
works also demonstrate that the perceived level of difficulty
of a topic influences the behaviour of students, including the
time devoted to study and their motivation [7]. Specifically,
the amount of effort expended in performing a task is pre-
dicted to increase proportionally with the level of perceived
difficulty [15], [26]. As a result, topics or tasks that are
perceived as easy will receive little attention and therefore
will lead to poor results.

We study the topics and parts of them that are more dif-
ficult based on the results of the student assessments. This
study includes a detailed analysis of the statistical signif-
icance of the results. Then we try to find patterns among
the most difficult and the easiest topics, which give us clues
about the reasons for the differences in difficulty. The final
objective is to facilitate students the learning of the field:
as already mentioned previous studies have demonstrated
that perceived difficulty by students does not correlate with
empiric evidence, so that the grades obtained by students
are not consistent with the perceived difficulty of contents.
Our study also corroborates this finding. As a consequence,
students may not be directing their efforts towards the most
difficult contents. Our research aims to estimate the difficulty
of contents based on the data, so that the effort and resources
can be concentrated in the most difficult contents, without
the effect of subjective appreciations. Moreover, since the
courses related to data structures and algorithms are usually
taught in the first years of the Computer Science programs,
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FIGURE 7. Scheme of the data extraction process.

improvements introduced to them have a great impact on
the perception and motivation of students and can be very
important to reduce student drop out, which is a cause of
concern for universities and colleges.

Figure 7 shows a scheme of the methodology followed
to perform the proposed analysis. A fundamental part is
the preparation of the set of tests from which to extract
relationships and statistical data. This step requires, first of
all, establishing the set of descriptors or labels that will be
assigned to the test questions to characterize them.

Once the labels for the study have been defined, the ques-
tions of the exams collected in previous courses have to be
labeled, so that each question in the test is associated with
a set of labels to which it relates. The system proposed in
Section II-B allows to perform this step in an automatic way
for future data. The set of questions, labels and the student
results for each of them is a valuable resource resulting from
this work.

The next step is to analyse the collected data to obtain the
success rates for the different topics and aspects considered,
the degree of confidence of such results, and the correlations
between them.

The first question that we have addressed in this work is
whether there are substantial differences in the difficulty of
the different topics related to algorithms. Or whether, on the
other hand, the differences that can be seen in the results for a
topic are arbitrary and change from call to call, depending on
particular factors, and therefore the aggregate results, indicate
similar levels of difficulty in all the topics and aspects.

Tables 7, 8, and 9 show the percentages of successes,
failures and unanswered (blank) questions for the different
labels considered. The data are sorted by the success rate. We
can see that there are important differences between some of
the labels. For example, the topic of the data structure heap
gets a 81% hit rate, whereas the quicksort algorithm of the
divide and conquer scheme, gets a hit rate of 43%.

Comparing, in Table 7, the results for the practical and
theoretical types of questions, we can see that the rate of
success in practical questions, 69%, is much higher than the

TABLE 7. Results (right (R), wrong (W) and blank (B) answers) for the
general labels, sorted by percentage of right answers.

TABLE 8. Results (right (R), wrong (W) and blank (B) answers) for labels
related to algorithmic schemes, sorted by percentage of right answers.

TABLE 9. Results (right (R), wrong (W) and blank (B) answers) for labels
related to data structures, sorted by percentage of right answers.

rate of success in theoretical questions, 58%. We can also
observe that students get better results for questions related to
data structures (69 %) than for algorithmic schemes (59 %).
Results also indicate that questions related to algorithmic cost
tend to be difficult (51%).

Regarding the different algorithmic schemes, data indicate
that the greedy scheme is usually the easiest one (70%),
whereas the divide and conquer scheme is the most difficult
one (47%). It is necessary to keep in mind that the greedy
scheme does not usually ask for a proof of validity and,
in many cases, it is asked in practical questions, such as
the application of Prim, Kruskal or Dijkstra algorithms to a
specific case.

Regarding data structures, heaps seem to be much more
affordable, with a 81% success rate, than hash tables,
with 60%.

The results of this analysis are interesting, but we have to
take into account that the amount of data available is different
for different labels. There are some topics that have appeared
much more often than others in the tests, and thus their results
are more reliable. The analysis of the statistical significance
of the results is an important point to study, what we tackle in
the subsection below.

A. STATISTICAL SIGNIFICANCE
The significance of the results depends on each label and it
is important to analyse the confidence for each label. For this
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study we have resorted to the beta probability distribution:

0(α + β)
0(α)0(β)

xα−1(1− x)β−1

where α is the number of pass marks plus 1, β the number
of failing marks plus 1, and x the probability of passing. This
distribution allows to obtain the range of values of each data
for a given confidence interval. Specifically, it provides the
distribution of parameter x, that is, the probability of passing
for each label, in our case, assuming that the process by which
the data have been generated is binomial.

Figures 8, 9 and 10 show the success rate for the different
labels along with its 95% confidence interval.

FIGURE 8. Confidence intervals of the results for general labels. THEOR.
stands for theoretical questions, DS for data structures, and COST for
algorithm cost.

The graph in Figure 8 shows the success rates with its 95%
confidence interval for the more general labels, such as those
that indicate whether the question is related to data struc-
tures (DS) or to algorithmic schemes (SCHEME), whether
it is related to PRACTICAL or THEORETICAL concepts,
or if it refers to algorithmic COST. In this graph we can
see that the range of values of the distribution is small, i.e.
it has little uncertainty. It is only a bit broader for algorithmic
COST questions, for which the number of questions collected
is smaller.

Similarly, Figure 9 compares the labels related to the differ-
ent algorithmic schemes. In this case, most labels take values
in narrow ranges too, although a little wider than those of the
general topics, as expected, since we now have fewer data.
The range is specially narrow for questions related to the
greedy scheme, which are more common (they include Prim,
Kruskal, etc.).

Finally, Figure 10 compares the confidence range for the
success rate of topics related to data structures. The confi-
dence interval for the topics, hash tables, heap and graphs
are very narrow.

FIGURE 9. Confidence intervals of the results related to algorithm
schemes. GRE stands for greedy, T_SC for task scheduling, DI for Dijkstra,
KRU for Kruskal, D&C for divide and conquer, QUI for quicksort, DIN for
dynamic programming, BAC for backtracking, and B&B for branch and
bound.

FIGURE 10. Confidence intervals for results related to data structures.

B. CORRELATIONS WITH THE PRACTICAL OR
THEORETICAL NATURE OF THE QUESTIONS
Once the analysis has provided a positive answer for the
question about substantial differences in the difficulty of the
different topics related to algorithms, our objective has been
to get clues about the possible reasons for the differences in
the levels of difficulty. An interesting question is the influence
on the results of the practical or theoretical nature of the
questions. In order to quantify the degree of relationship
between both variables, the nature of the question and the
results, we compute the distance between the measured data
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and the expected data if these variables were independent. For
that we apply the Pearson Chi-square test:

χ2
=

∑ (foi − fei)
2

fei

where fo is the observed frequency and fe is the expected
frequency. In order to apply it, we have built a contingency
table for each topic for which there are data on both, practical
and theoretical questions.

TABLE 10. Results (right (R), wrong (W), and blank (B) answers) obtained
for different topics of the course depending on the practical (PRAC.) or
theoretical (THEO.) nature of the questions. The last column shows the
significance of the correlation (SC) of that nature with the results. BACK
stands for backtracking, B&B for branch and bound, DS for data
structures, D&C divide and conquer, and DP for dynamic programming.
N/A stands for not applicable.

Table 10 shows the data for some of the most frequent
topics in the tests separated by the practical or theoretical
character of the questions. The last column of table 10 shows
the significance of the correlation.

In the table we can observe that for several topics, there
is only one kind of question, sometimes theoretical, such as
backtracking, and branch and bound; sometimes practical,
such as dynamic programming. An elementary calculation of
the success rate according to the nature of the question indi-
cates whether for a specific topic the students have obtained
better results for practical or theoretical questions. Next to
the number of hits, in brackets, appears the success rate
of each kind of question. It may be observed that practical
questions tend clearly to be easier than theoretical ones,
being the topic of graphs the only exception. In all cases
where it has been possible to compute the significance of
the correlation, the results are highly significant, except for
the data structure heap, and the algorithmic scheme of divide
and conquer. In the case of heaps, we can observe that the
rate of success of the practical and theoretical questions are
exactly the same. In the case of divide and conquer, the rates
of success for practical and theoretical questions are also very
similar.

C. SUBJECTIVE ESTIMATION OF TOPIC DIFFICULTY BY
TEACHERS AND STUDENTS
Finally, we have studied whether the perception of students
and teachers is a good indicator of the difficulty of the topics,
that is, their degree of coincidence with the data. 49 students
and 23 teachers have answered a questionnaire about aspects
related to the difficulty of topics related to algorithms and
advances data structures (see appendix A). The first aspect
evaluated both, statistically and heuristically, has been the
difficulty of the questions according to their theoretical or
practical character. Figure 11 shows the results. It is observed
that, for both students and teachers, questions of a practical
nature are considerably more difficult than theoretical ones.
However, the statistical analysis of the evaluation data leads to
a different conclusion: students perform worse on theoretical
questions than on practical ones.

FIGURE 11. Difficulty of topics perceived by students and teachers
according to their theoretical or practical character.

FIGURE 12. Difficulty perceived by students and teachers of data
structures versus algorithmic schemes.

In contrast, Figure 12 shows that the perception of the
students and teachers about the relative difficulty of the two
generic parts of the field (data structures and algorithmic
schemes) does coincide with the results produced by the data:
the algorithmic schemes involve greater difficulty than data
structures. However, it is significant that both, students and
teachers, consider the former to be much more difficult than
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FIGURE 13. Difficulty perceived by students and teachers of the different
data structures.

FIGURE 14. Difficulty perceived by students and teachers of the different
algorithmic schemes.

the latter, when the results of the students in the tests are only
slightly better in the case of data structures.

If we ask about the difficulty of the different topics or
concepts that make up each of the two previous blocks of
knowledge (see Figures 13 and 14), we observe, once again,
that the empirical evidence does not always coincide with the
subjective perception of students and teachers. In the case of
data structures (graphs, heaps and hash tables), the results
of the evaluation tests corroborate the subjective perception,
with the hash tables being the most complex structure, fol-
lowed by the graphs and, finally, by heaps. Hash tables are
perceived as significantly more complex than the other two
structures, and in fact the scores obtained on hash table ques-
tions are significantly worse than those on graphs and heaps.
However, in the case of the algorithmic schemes we observe
that the least difficult scheme, according to the perception
of both students and teachers, is divide and conquer, which,
however, is the most difficult scheme according to the data.
For the rest of the schemes the relative perception of their
difficulty coincides with the empirical estimation.

As a conclusion, the evidence based on the data does not
always coincide with the perception of students and teachers.
Previous work indicates that the perceived level of difficulty
of an issue influences student behaviour, including time spent

studying and his motivation [7]. Specifically, the amount of
effort invested in performing a task will increase proportion-
ally with the perceived level of difficulty [15]. As a result,
topics or tasks that are perceived as easy will receive little
attention and therefore lead to poor results in the evaluation.

Taking into account these results, we can conclude that it is
important to know the difficulty of the topics based on empir-
ical data, in such a way that both students and teachers can
direct their efforts towards these elements, correcting possible
deviations derived from individual subjective assessments of
the difficulty. And to be able to do this analysis it is necessary
to have a tool like the one proposed in this work, which
simplifies the preparation of the data.

V. DISCUSSION AND CONCLUSIONS
In this work we have presented a system that automatically
identify the topics, from a predefined list of educational
topics, that are addressed in a text. The system is based on
deep learning (DL) techniques and uses different kinds of
embeddings, which capture the semantic of the texts. The sys-
tem has obtained very high results in our experiments (around
90% accuracy), which means that can be reliably applied to
educational tasks requiring a process of topic labeling, such
as the study of the difficulty of the topics of a subject. The
analyses carried out indicate that the best configuration of
the input to the model depends on the specificity of the topic
to be classified. In general, the neural network that only has
the word embeddings as input provides high quality results
for many of the topics. For more general topics or aspects,
character embeddings can be helpful if they have been trained
with enough data. The results are expected to improve as
the amount of data increases. It is worth mentioning that
with hardly any design effort, just by using pre-trained word
embeddings, the proposed system is able to achieve high qual-
ity results. Other classical machine learning systems could
also achieve these results by using a set of suitable features,
but this would require an effort in selecting the features and
computing each of them.

Regarding the application of the system to the study of the
difficulty of the topics taught in a subject, results have shown
that there are indeed topics that are consistently more difficult
for most students. Therefore, it is important to analyze the
reasons that may be the cause of the greater difficulty of
certain topics.

Firstly, it has been observed that algorithmic schemes tend
to be more difficult than data structures. We believe there are
several reasons for this. On the one hand they require a higher
level of abstraction. In many cases, the most appropriate data
structure for the problem is known and the challenge is to
apply it properly to particular data. However, in the case
of algorithmic schemes, the first challenge is the selection
of the most appropriate scheme for the problem, which is
generally a complex issue, as the results indicate. In addition,
the application of algorithmic schemes is more creative and
does not follow a particular procedure. It is necessary to
choose the best form of representation, the way to reduce the
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problem to other simpler ones in the case of the divide and
conquer scheme, the bounds in the case of branch and bound,
the equations of recurrence in dynamic programming, etc.

With regard to the practical and theoretical aspects, the
results clearly show a trend for practical questions to be less
difficult than theoretical ones. However, this fact is contrary
to the perception of students and teachers. In general, prac-
tical questions imply the application of some algorithm or
the operation of some data structure to specific data, i.e.
to follow a specific procedure. In contrast, theoretical ques-
tions require a greater conceptualization, such as in the case
of deciding which algorithmic scheme is most appropriate
to solve a particular problem. In addition, we consider that
the methodological approach of the subject, which involves
multiple practical exercises for each data structure and for
each scheme presented, also contributes to this trend.

With respect to data structures, results indicate that the sim-
plest are heaps, followed by graphs, and finally hash tables
are the most difficult. On the one hand, applying collision
resolution methods in hash tables to particular data involves
procedures with many details that make them difficult and
prone to mistakes. On the other hand, hash tables are not
used to implement the algorithmic schemes, as it happens
with graphs and heaps, so in view of the results, we consider
that it is advisable to increase the practical exercises for this
structure. The results of the questionnaire for data structures
coincide with the results of the evaluation tests. This indicates
that students and teachers are aware of their difficulty and can
devote the necessary attention to them.

In the case of algorithmic schemes, the results of the
students do not coincide with their perception or with that
of the teachers. Both, students and teachers, consider divide
and conquer to be the easiest scheme, whereas data indicate
that it is indeed the most challenging one. This discrepancy
requires amore detailed analysis of aspects thatmay affect the
difficulty of a topic. For the rest of the schemes, the subjective
perception of both, teachers and students, coincides with
the data. Another interesting data that has emerged is that
the algorithm that implies greater difficulty is the sorting
algorithm quicksort. This algorithm involves a process with
many details that can lead to errors in its application when it
is applied manually to a specific case.

We consider the Divide and Conquer scheme is perceived
as a simpler scheme because its main underlying idea is
highly simple: just split the problem into simpler ones. How-
ever, the correct application of this idea to particular problems
can be very tricky. For example, quicksort algorithm requires
applying a complex procedure to combine the solutions pro-
vided for each subproblem. In fact, according to the data,
quicksort is the most difficult algorithm. For this reason,
we believe that it is essential to detect the wrong perceptions
of the difficulty of the topics in order to improve the teaching
method. This can only be achievedwith a detailed comparison
of the students’ results and the perceptions of students and
teachers, an using tools for the automatic annotation of the
data, such as the one proposed here.

In the future, we intend to extend the analysis to other
knowledge areas and disciplines, and to check their generality
and the adaptation requirements. We also intend to continue
collecting data on the subject considered in this work and to
analyze whether the improvement of resources dedicated to
certain subjects improves the results.

APPENDIX A
QUESTIONNAIRE
The questionnaire includes de following questions:

1. Of the following subjects, mark those that you have
passed: (Object Oriented Programming | Programming
Strategies and Data Structures | Both | None)

2. Have you previously taken an exam on this subject? (No,
it’s the first time I take this course | No, I took this course
before, but never took the exam |Yes, I took this course before
and took the exam)

3. In what stage of completion are your practical projects
for this subject? (Completed, from last year |Near completed
| Just started | Not started yet)

4. Have you seen the video tutorials for the subject? (All
of them | Some of them | None of them)

5.Which part of the subject is more difficult for you? (Data
Structures | Algorithmic Schemes | Both)

6. Which Data Structure is more difficult for you? (Graphs
| Heaps | Hash tables)
7. Which Algorithmic Scheme is more complicated for

you? (Greedy | Divide & Conquer | Dynamic Programming |
Backtracking | Branch & Bound)
8. Which kind of questions are more difficult for you on

exams? (Practical exercises | Theoretical exercises | Both)
9. Do you feel you lack some previous knowledge on those

aspects? (you can select more than one): (Computational cost
| Recursion | Programming skills | Maths (matrix manage-
ment, etc), logic or similar)
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