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Abstract: Aluminum alloys are among the most widely used materials in demanding industries 

such as aerospace, automotive or food packaging and, therefore, it is essential to predict the 

behavior and properties of each component. Tools based on artificial intelligence can be used 

to face this complex problem. In this work, a computer-aided tool is developed to predict relevant 

mechanical properties of aluminum alloys—Young’s modulus, yield stress, ultimate tensile strength 

and elongation at break. These predictions are based on the alloy chemical composition and tempers, 

and are employed to estimate the bilinear approximation of the stress-strain curve, very useful as 

a decision tool that helps in the selection of materials. The system is based on the use of artificial  

neural networks supported by a big data collection about technological characteristics of thousands 

of commercial materials. Thus, the volume of data exceeds 5k entries. Once the relevant data have 

been retrieved, filtered and organized, an artificial neural network is defined and, after the training, 

the system is able to make predictions about the material properties with an average confidence 

greater than 95%. Finally, the trained network is employed to show how it can be used to support 

decisions about engineering applications. 
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1. Introduction 

Aluminum alloys are some of the most relevant metallic materials of the industry and they play 

a very important role in some high-technology fields such as aerospace and in everyday industries 

such as food packaging [1], among other reasons, due to its high strength-to-weight ratio. Aluminum 

production and consumption has grown by approximately 50% in the last decade and this rate 

is estimated to accelerate over the next few years [2,3]. In addition, it is expected to play a fundamental 

role at the ecological and environmental level because it is a relatively easy material to recycle [3]. 

Besides, aluminum alloys are the most frequent type of non-ferrous material employed for 

an extensive range of applications, namely in the automotive, aerospace, and structural industries, 

among others [4]. Widespread use of these alloys in the modern world is due to an exceptional 

blend of material properties, combining low density, excellent strength, corrosion resistance, 

toughness, electrical and thermal conductivity, recyclability and manufacturability. Another key factor 

is the relatively low cost of aluminum machining, making its alloys very attractive for applications in 

different sectors [4]. 

Aluminum was only discovered in the early 19th century, however, despite its short history, it has 

become an essential material.   Every day, new uses for aluminum alloys are emerging in various 
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industrial sectors due to its excellent properties [5] and the fact that the price of the raw material has 

been decreasing since then [2]. Therefore, it is necessary to provide material scientists with tools that 

can be used to develop new alloys with properties optimized for each need. The mechanical properties 

of a material play an important role in the performance of industrial components. A correct in-service 

behavior depends largely on the characteristics of the materials that constitute it, as inadequate 

material properties can cause premature failure [6,7]. Therefore, the decision to choose a specific 

material to manufacture an industrial component greatly affects its ability to carry out the work for 

which it was designed [8–10]. 

There are thousands of aluminum alloys although only a few of them are commonly used in 

the industry [11], in some cases due to the difficulty of finding new solutions and, in others, because 

they are specific materials with optimized characteristics for the mission they fulfill. 

Knowing the properties of the materials employed in industrial designs is crucial; however, 

obtaining these data often involves accessing large amounts of resources, which are commonly not 

available. Multitude of tests are needed to obtain significant information, which entails that enough 

time, personnel and facilities must be available at a given cost [6]. The process of characterizing 

a material may involve a bulk of tests that requires a substantial amount of time and the investment of 

vast quantities of resources [12]. 

Despite the fact that there are multiple decision support systems and materials selection 

methodologies [13] applied to materials science, there are few references which mention the use 

of artificial intelligence-based technologies in the field of metal processing and engineering [6,14–18]. 

Although there are many studies that use machine learning to investigate the microstructure of metals 

and their properties [19–21], there are hardly any references with an industrial approach that take into 

account the tempers of aluminum alloys [22]. 

Nevertheless, it is possible to find a greater number of references that develop techniques based 

on artificial intelligence applied to other industrial materials, mainly steel [23]. These studies take 

advantage of the ability of these tools to obtain predictions about the behavior or properties of a certain 

material or industrial component [24–28]. 

In this work, a decision support system is developed which is capable of predicting some of 

the most important properties that define the stress-strain curve of aluminum alloys whose chemical 

composition and treatments (thermal and mechanical) are known. This system is capable of predicting 

the Young’s modulus (E), the yield stress (YS), the ultimate tensile strength (UTS) and the elongation at 

break (A). These four properties define the elastic and plastic behavior of a material under tension [29]. 

The difficulty of developing this study lies in the large number of steps and disciplines involved 

in carrying it out: an extensive software has been developed in Python 3.7 [30] capable of working 

without user intervention to download data from an on-line material library [31], filter and organize 

data, define and train an artificial neural network [32], and, finally, make predictions using that 

network. On the other hand, a great deal of work has been required to analyze data and define criteria 

based on materials science [33]. Developing the software to obtain and download the data to carry out 

this study has been one of the most delicate and time consuming steps. 

1.1. Designation and Main Characteristics of Aluminum Alloys 

Aluminum alloys are light materials with a high strength-to-weight ratio combined with 

excellent thermal conductivity and good corrosion resistance [5]. Aluminum has a density of about 

2700 kg/m3, approximately one-third as much as steel (7830 kg/m3) [34]. Such lightweight, along 

with the high strength of some aluminum alloys (higher than some structural steels), allow designing 

and manufacturing of strong, lightweight structures that are particularly beneficial for vehicles [1,35] 

and for the environment. 

Aluminum alloys are able to withstand the progressive oxidization that causes steel to rust 

away. The bare surface of aluminum reacts with oxygen to procedure an inert aluminum oxide film, 

that blocks further oxidation [35]. In addition, unlike iron rust, the aluminum oxide film does not 
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flake off to expose a fresh surface that could be further oxidized. If that protective layer is scratched, 

it will immediately reseal itself. The thin oxide layer sticks tightly to the metal and is colorless 

and transparent [36,37]. 

Aluminum alloys and their tempers comprise a wide and adaptable assortment of manufacturing 

materials. For optimum product design and effective development, it is important to understand 

the differences between the available alloys, their performance and characteristics [34]. 

Aluminum is an example of a ductile material because it can withstand significant plastic 

deformation so they are very used in metal forming operations; such materials can be compressed to 

form thin plates and sheets or pulled to form wires [11]. Typical ductile materials show a stress-strain 

curve that is very steep at the beginning (elastic zone, where the stress-strain curve is almost a straight 

line) and, after the yield point, the curve slope decreases (plastic zone). At one point, the slope 

of the curve becomes zero at the ultimate tensile strength. The strain difference between the yield 

point and the ultimate point is relatively large for aluminum [38], due to their excellent ductility. 

Ductile materials have generally high toughness and are able to absorb a large amount of energy 

before breaking [12]. 

Appendix A contains a brief introduction to the nomenclature and standardization of 

aluminum alloys. 

1.2. Modelization of Stress-Strain Curve 

The stress-strain curve shows, in a simple way, the deformation of a material when it is subjected 

to mechanical load. In this diagram, the stress is plotted on y-axis and its corresponding strain 

on the x-axis [39]. Tension tests provide information on the strength and ductility of materials 

under uniaxial tensile stresses. This information may be useful in comparisons of materials, alloy 

development, quality control, numerical simulation such as finite element modeling, and design under 

certain circumstances [40]. 

The stress-strain curve is a crucial material asset and there are several standard testing methods 

to measure this curve, such as the tensile test [40], the compression test and the torsion test [38]. 

Although several studies have reported extension of the strain range [41], achieving a large strain 

with those methods sometimes can be difficult because the specimen tends to break at relative small 

strain points. 

The simplest loading to visualize is a one-dimensional tensile test, in which a slender test specimen 

is stretched along its axis [42]. The stress-strain curve is a representation of the deformation of 

the specimen as the applied load is increased monotonically, usually to fracture [39]. Stress-strain 

curves are usually presented as: 

• Engineering stress-strain curves, in which the initial dimensions of the specimens are used in 
the calculations. 

• True stress-strain curves, where the instantaneous dimensions of the specimen at each point 
during the test are used in the calculations. The true curves are always above the engineering 
curves, notably in the higher strain portion of the curves [40]. 

A stress-strain curve combines a lot of information about the material and its behavior [43]. In this 

work, four of its properties will be studied: 

• Young’s modulus (E)—it is a mechanical property that measures the stiffness of a material 

and characterizes its behavior in the elastic zone according to the Hooke’s law.   It defines 

the ratio between uniaxial applied force and deformation of a material in the linear elastic 

regime (see Equation (1)) [44]: 
 

E = 
σ 

, (1) 
ε 

where E is the Young’s modulus, σ is the stress and ε is the strain. 
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• Yield strength (YS): it is a property of the material that indicates the point at which the material 

begins to deform plastically. Stresses lower than the YS do not produce permanent deformations, 

whereas higher ones produce deformations that will remain even when the applied forces 

are eliminated [45]. 

• Ultimate tensile strength (UTS): the maximum stress that the material can withstand without 
area reduction [43]. 

• Elongation at break (A): the maximum strain that the material can withstand before failure [43]. 

These four properties completely define the bilinear approximation of the stress-strain curve of 

a material and allow summarizing the elasto-plastic stress behavior of a material to four values. 

The stress-strain curve also indicates the amount of energy a material can store before fracture since 

the area enclosed below the curve is the energy that the material absorbs during its deformation [43,46]. 

The energy that a material absorbs is called resilience if the deformation is elastic and toughness if 

the deformation is plastic. This energy can be calculated using the Equation (2): 

 
U = Ur + T = 

∫ A 
σ · dε, (2) 

where U is the total deformation energy (absorbed energy), Ur is the resilience, T is the toughness, A is 

the elongation at break, σ is the stress and ε is the strain. 

Since the transition from elastic to plastic behavior is continuous, for aluminum alloys (and for 

many other materials), there is no singular point that delimits them [47]. Therefore, standardization 

organizations have selected a criterion that guarantees the reproducibility of the tests—the yield point 

is defined as that in which there is a deviation of 0.2% of strain with respect to the elastic linear 

behavior [48,49]. 

Figure 1 shows the true stress-strain curves of some relevant aluminum alloys. It is easy to 

distinguish the elastic regime (linear and very steep) and the plastic regime, where the curve slope 

decreases and becomes flatter. Thus, there is an obvious rapid change near the yield point. 

 

Figure 1. Example of true stress-strain curves of some aluminum alloys (data from Reference [50]). 

 
To carry out some industrial design tasks, it is very common to use analytical models that allow 

the real curve of a material to be approximated using mathematical functions [51]. The behavior of 

aluminum alloys can be approximated very well by the expression of the Ramberg-Osgood stress-strain 

law [52] or by a bilinear stress-strain diagram, which is an accurate approximation away from the yield 

point [46,51,53–55]. 

The Ramberg-Osgood expression represents the elastoplastic behavior of the material throughout 

all its admissible strain values (see Equation (3)) [52,56]. 
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where ε is the strain, σ is the applied stress, E is the Young’s modulus, σYS is the yield strength, and α 

and n are two parameters that depend on the material. 

On the other hand, the bilinear approximation of the stress-strain curve consists of two lines that 

represent, respectively, the linear behavior (whose slope is the Young’s modulus, E) and the plastic 

behavior (whose slope is the strain hardening modulus, ET) [43,56].  These two lines intersect at 

the yield point (see Equations (4) and (5)). 
 

ε = 
E 

, σ ≤ σYS (4) 

ε = 
ET 

, σ > σYS, (5) 

where ε is the strain, σ is the applied stress, E is the Young’s modulus, σYS is the yield strength and ET 

is strain hardening modulus (the slope of the line that defines the plastic behavior). 

Figure 2 shows a comparison between the actual stress-strain curve of a generic aluminum alloy 

and its bilinear approximation [55]. As can be seen, the fit of the simplified model is good away from 

the yield point, where the discrepancies are significant [56]. 

 

Figure 2. Actual stress-strain curve and bilineal approximation for an aluminum alloy, data from [55]. 

 
The shape of the stress-strain curve (real and approximate) and its values depend on [39]: 

• Alloy chemical composition. 

• Heat treatment and conditioning. 

• Prior history of plastic deformation. 

• The strain rate of the test. 

• Temperature. 

• Orientation of applied stress relative to the structure of the test specimens. 

• Size and shape. 

The latter four parameters are described in the pertinent standards, including the case of 

aluminum testing specimens [40,57]. The former three parameters are the ones that are considered in 

this study. 

, (3) 
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1.3. Sources of Big Data 

Materials science depends on experiments and simulation-based models to understand the physics 

of materials in order to better know their characteristics and discover new materials with enhanced 

properties [58].     All these experiments and simulations generate a huge amount of data,   which 

is becoming increasingly difficult to handle using traditional data processing techniques [6]. Due to 

the massive volume of data being produced at unprecedented speed, these data are not effectively 

processed to create information, delaying the production of new knowledge [59]. 

Traditionally, knowledge has  been  organized  through  the  so-called  “knowledge  pyramid” 

or “information hierarchy”. This model is made up of four steps, each of which derives from 

the previous one—data, information, knowledge and wisdom (DIKW) [60]. In this way, the processed 

data constitutes information, which is organized to generate knowledge, which, finally, is summarized 

as wisdom [61]. 

Our current technology has reached a level never seen before in terms of generating data [58]; 

however, the techniques aimed at their processing are not yet as advanced and their use is not 

widespread [6]. Therefore, our society faces challenging problems to transform data into information 

and knowledge. Extracting value from raw data requires a systematic and well-defined approach to 

solve these emerging real-world problems and so, a new multidisciplinary approach is needed [59]. 

In any field, datasets are considered “big” when they are large, complex, and difficult to process 

and analyze. Materials science data tend to be particularly heterogeneous in terms of type and source. 

One of the first steps in processing large datasets is data reduction [62]. Experiments on the Large 

Hadron Collider, for example, retain only a small fraction of 1% of the data they produce because 

it becomes impractical with the current technologies to store and analyze more than the hundreds of 

megabytes per second that are considered more valuable: it is up to sophisticated software to determine 

which data are more relevant [63]. 

Although the term “big data” is relatively new, the action of collecting and storing large amounts 

of information for further analysis has been performed for many years. The current definition of big 

data is based on the three Vs [6,64]: 

• Volume: large volumes of unstructured low-density data are processed. The data can be 

of unknown value, such as machining conditions, material properties or  manufacturing 
control measures. 

• Velocity: the rate at which the data are received, and possibly, to which some action is applied. 

• Variety: conventional data types are structured and can be clearly organized in a relational 
database; nevertheless, big data is presented as unstructured sparse registers. 

 

MatmatchⓍR Munich, Germany [31] is a well-known open-access materials library that contains 

information about thousands of different commercial and standard materials. Registered users can 

freely access the information stored in the databases. A description sheet, which contains all available 

data, can be downloaded for each material [6]. 

MatmatchⓍR [31]  offers  widely  sparse  and  heterogeneous  data  about  more  than  70,000 

materials [65]. These data is provided by the manufacturers and suppliers of the materials. Although 

the data is believed to be accurate, it must be processed, filtered and parsed to generate a corpus of 

useful and meaningful information [61]. 

1.4. Artificial Intelligence and Artificial Neural Networks 

Artificial intelligence (AI) is the simulation of human intelligence processes by machines, 

especially computer systems [66]. These processes comprise self-correction (spotting errors and solving 

them), reasoning (using rules to reach new conclusions and knowledge) and learning (acquiring 

procedures to employ the information) [6,67]. The term “artificial intelligence” was created in 1956 

during the Dartmouth Conference, where the discipline arose [68]. At present, AI is a wide-ranging 
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term that has lately gained importance due to the increase in speed, size and variety of the data collected 

by companies [67]. AI can perform tasks, such as recognizing patterns in data, more proficiently than 

humans do, which enables users to extract more information from their datasets [14]. 

AI is a term that encompasses a multitude of techniques and technologies aimed at endowing 

a machine with the ability to exhibit “intelligent behavior” [32]. Within these techniques, we can 

find simple (although powerful) mathematical models such as decision trees, capable of categorizing 

data [66]; and other much more complex and advanced technologies such as deep convolutional neural 

networks, able to identify images and patterns [69]. 

AI has shown that it can be applied to a multitude of disciplines not directly related to computing 

or robotics. Among the most relevant new uses, it can be highlighted medicine [70], warfare [71], 

ecology [72], security [73], education [74], oil exploration [75] or material science [76]. AI can be 

applied to almost all branches of science and engineering, and new uses and applications emerge every 

day [16,32]. 

Among all the tools included within the artificial intelligence field, multi-layer artificial neural 

networks (ANN) can be highlighted due to their current relevance and proven capabilities [77]. 

A multi-layer network is a supervised learning algorithm able to learn a non-linear function by training 

on a labelled dataset that can be used to perform classifications and regressions [78]. Multi-layer neural 

networks are made up of perceptrons that organize themselves forming layers (groups of neurons) 

that communicate with each other (in general, perceptrons do not communicate with their own layer 

companions) [6,17]. 

Bearing in mind the connection topology of the perceptrons, three types of layers can be 

defined: input layer, which includes all perceptrons that receive data from an external source; output 

layer, which includes all perceptrons that return results; and hidden layer, which includes all other 

perceptrons, which does not communicate with the network exterior [79]. 

Appendix  B  contains  a  mathematical  explanation  of   the   fundamentals   of   neural 

network technology. 

2. Methodology 

This work is focused on obtaining an artificial neural network capable of making acceptable 

predictions of the main parameters that define the stress-strain curve of aluminum alloys while 

maintaining a limited average error. Subsequently, the output data, the data about the network 

training process and the data about the prediction step are conveniently analyzed. 

Figure 3 schematically shows an overview of the methodology of this work. It consists of two 

main phases: phase of dataset creation and phase of prediction and analysis. Each of these phases is 

made up of several stages that are based on the results of the previous one. This work scheme has 

already demonstrated its ability to obtain adequate results predicting material properties [6]. 

 

 

 

2.1. Stage A—Input Data Acquisition 

Figure 3. Methodology scheme. 

As already indicated, the input dataset used in this work has been obtained from an online open 

access material library (MatmatchⓍR [31]). In this web portal, it is possible to access the information 

provided by thousands of suppliers of materials of different kinds, including aluminum alloys [6]. 

For each material, the registered data can be very diverse and, in any case, it should be noted that 

these data are not at all exhaustive, but quite sparse: not all information is available for all materials 
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since the task of recording the data of each material depends on the marketers themselves. In the field 

of big data, it is very common to deal with sparse, heterogeneous and disperse information [64]. 

This material library offers information about more than 70,000 different materials [31]; including 

several thousand aluminum alloys registries. It is possible to access a specific datasheet for each 

material and download it; however, it is not possible to obtain a complete package with the information 

of multiple materials; instead, it is necessary to download the data of each material one by one [6]. 

To carry out the task of downloading the raw data of the relevant materials, a Python application 

has been developed which is capable of sequentially downloading the datasheets [30,80]. In this way, 

the raw data about 5341 aluminum alloys have been obtained. This bulk of registries contains data 

about 351 material properties, including chemical composition and mechanical, physical, electrical  

or acoustic properties. Each record is downloaded as an Excel document which contains all available 

information about the material; the datasheet format is not uniform neither the data is shown 

homogeneously [6]. 

2.2. Stage B—Data Organization and Filtering 

Once the datasheets of all the materials have been downloaded, the information contained in all 

these files is sequentially read and interpreted. As already indicated, much more data is available than 

is necessary to carry out this study [31]. The following considerations have been taken when filtering 

and organizing the available data: 

• The average value is taken for those properties that are registered as ranges in the datasheets. 

Some properties (especially chemical properties and some mechanical ones) are shown by 

specifying the maximum and minimum values because the standards and norms are written in 

this way [81,82]. 

• Only materials whose chemical composition is defined at more than 95% are considered. For some 
alloys, the chemical composition is not specified or is poorly done [6]. 

• Only the four properties that define the bilinear approximation of the stress-strain curve are 
taken into account [39,56]: Young’s modulus (E), yield stress (YS), ultimate tensile strength (UTS) 

and elongation at break (A). 

• Only records in which these four properties of the stress-strain curve are specified are 

considered [6]. Although the methodology is capable of inferring the missing information, 

it is necessary to know the real data in order to carry out the training or to calculate the precision 

of the prediction. 

• Only eleven chemical elements (the main ones) are taken into account when defining the chemical 

composition of the alloys [35]: Al, Zn, Cu, Si, Fe, Mn, Mg, Ti Cr, Ni and Zr. All other chemical 

elements are considered non-relevant and their mass contribution is regrouped as “Other”. 

The presence of the discarded elements in the considered alloys is, in all cases, lower than 0.4% 

(by mass) [81,82]. 

• The methodology only considers 35 different treatments: F (as fabricated, single type), O (annealed, 

single type), H (strain hardening, 19 types of treatment) and T (thermally treated, 14 types of 

treatments) [81,82]. Despite the fact that there are data about alloys with other treatments, it has 

been considered that the sample is so scarce that it causes bias [78] in the training process of 

the neural network and, so, these other treatments and their related registries have been discarded. 
 

Approximately 84% of discarded records are due to not indicating the four properties that define 

the bilinear stress-strain curve or because they do not specify any treatment. Note that an alloy 

whose manufacturing process does not involve treatments (therefore, F, as fabricated) is different from 

a material that does not specify any treatment (lack of data). 

After conveniently filtering and organizing the 5341 datasheets, 2101 aluminum alloys records 

are kept. Only the following data are considered from now on: 
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• Young’s modulus (E), [GPa]. 

• Yield strength (YS), [MPa]. 

• Ultimate tensile strength (UTS), [MPa]. 

• Elongation at break (A), [mm/mm]. 

• Chemical composition (11 elements are considered), [% mass]. 

• Temper (35 treatments are considered). 

2.3. Stage C—Artificial Neural Network Definition 

Once the data has been filtered and has been guaranteed to be relevant, the artificial neural 

network that will be in charge of carrying out the predictions is defined: a multilayer feedforward 

architecture and a fully connected topology have been chosen [78]. This structure consists on one input 

layer, 3 hidden layers (which contain 100, 100 and 10 perceptrons respectively) and one output layer. 

The multilayer feedforward architecture provides neural networks with the potential of being 

universal approximators [83]. Even though a fully connected ANN can represent any function, it may 

not be able to learn some functions because backpropagation convergence is not guaranteed [78]. 

This topology is the result of successive optimization steps to balance its learning capacity and 

the necessary resources for its training [84]. Note that a complex topology is capable of learning 

more complex functions than a simple topology but requires additional resources during its training: 

additional time, calculation capacity and input data [6]. A balance between the network depth and 

the network width was obtained. 

2.4. Stage D—Artificial Neural Network Training and Prediction 

Once the input data are already available and the neural network topology is defined, the training 

and prediction phase begins. During this phase, each of the four properties that define the bilinear 

approximation of the stress-strain curve is taken into account: Young’s modulus, yield strength, 

ultimate tensile strength and elongation at break. 

For each of the four properties, 10 learning and prediction iterations are performed. Each of these 

iterations (independent from each other) is subdivided into four steps: 

• Division of the input dataset: it is randomly divided into two disjoint subsets containing, 

respectively, 80% (training subset) and 20% (testing subset) of the records. To avoid bias, the same 

data should not be used to train and to make predictions since overfitting could occur and 

incorrect metrics (too good results) would be obtained [78]. 

• Neural network training with the training subset. 

• Prediction of the properties of the test subset. 

• Data storage for further analysis. 

Figure 4 shows an overview of the iterative steps of the training and prediction phase. Repeating 

each iteration 10 times allows for a clearer view of the network performance metrics since better 

statistical analyzes can be carried out. The network training is subject to the following conditions: 

• Calculation of the learning rate for each parameter using Adaptive Moment Estimation (ADAM) 

with β1 = 0.9, β2 = 0.999 (algorithm parameters), η = 0.001 (step size) and e = 10−8 (stability 

factor) [85]. 

• Early stopping after 100 iterations without significant changes to avoid overfitting. 

• Training stops when a training error of less than 0.001 is reached as it is considered negligible [6]. 

• Maximum of 100,000 training epochs to avoid infinite loops (this condition was never reached 
during this study). 

• Sigmoid activation function. 

This entire training and prediction process generates a large amount of information that provides 

very significant evidence about the performance and capabilities of the neural network. 
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Figure 4. Training and prediction phases overview. 

2.5. Stage E—Output Analysis 

Once all the training and prediction iterations have already been carried out and all the resulting 

information is available, the analysis phase is carried out. A complete battery of statistical metrics 

are calculated and several figures are plotted to summarize both the training and the prediction steps. 

This information allows the discussion of the results obtained with the methodology described in 

this paper. 

The most remarkable information that can be obtained from the training is the evolution of 

the error function throughout the learning epochs. Although the number of epochs is not relevant, it is 

very important to check that the error function converges asymptotically to a relatively low value [78]. 

On the other hand, the performance of the prediction process is estimated using the absolute 

relative deviation for each sample of the test subsets. With this information, it is possible to 

calculate various statistical estimators and metrics that allow knowing the goodness and correctness of 

the complete methodology. In addition, it is possible to plot figures that represent this information. 

Results out of 4.4 sigma interval (98% confidence) are considered abnormal and are marked 

as outliers. 

2.6. Software and Tools 

The decision support system has been developed in Python 3.7 (Python Software Foundation: 

Beaverton, OR, USA) using an object-oriented paradigm [86] and the code architecture consists of 

more than 25 classes that interact and handle the different phases of the methodology. Multiple 

standard libraries and modules have been used to simplify the development, promote code reuse 

and take advantage of the latest technology [87]. Python has been chosen because it is a high-level, 

cross-platform, multi-paradigm programming language that is very popular among developers [30], 

especially those who develop artificial intelligence related software [88]. 

The most relevant external modules that have been used are: 

• Selenium (version 3.141, Software Freedom Conservancy: New York, NY, USA): library that 
enables control of the web browser by using code [89]. 

• BeautifulSoup (v4.7.1, Free Software Foundation: Boston, MA, USA): library that facilitates 
working with HTML files and parsing them [90]. 

• SciPy (v1.2.3, Python Software Foundation: Beaverton, OR, USA): library that contains numerous 
scientific, mathematical and statistics functions [91]. 

• NumPy (v1.18.0, Python Software Foundation: Beaverton, OR, USA): library that enables easy 
management of large amounts of data and large matrices and numbers [91]. 

• MatPlot (v3.2.2, Python Software Foundation: Beaverton, OR, USA): library that eases the 
production of plots, figures and graphics [30]. 

• TensorFlow with Keras (v2.2, Google: Mountain View, CA, USA): high-level library that contains 

a vast amount of functions and procedures related to artificial intelligence, especially artificial 
neural networks [43,92]. 

The complete project includes more than 10,000 lines of code and works, mainly, on command 

line through batch processing. Only data analysis has really required active user intervention. 
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3. Results and Discussion 

Even if the training algorithms are randomly initialized, the outcomes (during both training and 

prediction) are very stable and converge to similar results. Once the neural network is appropriately 

trained with the training subset, it is requested to make predictions. In this second step, the network 

is not given any clue about the expected results because this is the information that should be returned. 

For each of the four properties, the network is trained with 1681 randomly chosen registers and 

the remaining 420 are employed to test the prediction performance of the network. Note that both 

subsets (training and testing) are randomly created for each of the 10 iterations; therefore, each iteration 

is fully independent from the others. 

3.1. Young’S Modulus 

Figure 5 shows the Young’s modulus histogram of the input dataset. It can be seen that 

the registers are grouped around the range (69, 71]. This is an expected behavior since E = 70 GPa 

is the most common value for aluminum alloys. It can also be seen that the range of values is quite  

small with very few records out of the range (67, 73]. 

 

Figure 5. Young’s modulus histogram of the input dataset. 

 
Appendix C contains some notions about the neural network training process for predicting 

this property. 

After the training, the neural network is asked to make predictions about the remaining records 

contained in the testing subset. For these records, the real values of the Young’s modulus are 

known but are not communicated to the ANN as they are retained to calculate some performance 

metrics afterwards. 

The values contained in Table 1 are the relative errors of the prediction of the Young’s modulus 

(calculated using Equation (A8)). It shows several statistical indicators related to the deviation 

(as percentage) in the Young’s modulus prediction: average deviation (Avg. Dev.), statistical standard  

deviation (Std. Dev.), median and trimmed average deviation at 90% of the interval (Avg. Dev. 90%). 

The same information can be seen on Figure 6 as a box and whisker plot. 

The overall average error is 3.07%, the median is 2.35% and the trimmed average deviation at 90% 

is 2.87%. These three statistical values are quite close to each other, which means that the results are 

grouped around the mean value and few abnormal values appear. 

Figure 6 shows the combined results of all 10 iterations. It is relevant to highlight the presence of 

some sparse outliers. These anomalous values are easily identifiable and, in general, are linked to very 

specific alloys that exhibit unusual properties. Although these outliers reduce the overall performance 

of the system, they allow knowing the capacity of the methodology in the worst conditions. 
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Table 1. Average deviation (as %) of the prediction of the Young’s modulus. 
 

Avg. Dev. Std. Dev. Median Avg. Dev. 90% 
 

3.07 2.24 2.35 2.87 

 

 

Figure 6. Prediction deviation of the Young’s modulus. 

 
Figure 7 shows the histogram of the deviations in the Young’s modulus prediction for all iterations  

(it displays the 4200 predictions that are carried out in the 10 iterations). This plot shows that most of 

the errors are lower than 4%, however, some high values appear for alloys with unusual properties. 

The neural network has trouble learning the properties of these alloys because the sample in the input 

dataset is small and they diverge with respect to the behavior of the other alloys (this issue would be 

solved with a more complete input dataset). 

 

Figure 7. Histogram of the prediction error of the Young’s modulus for all iterations. 

 

Since the overall average deviation is 3.07%, it can be said that the system makes very low errors 

when predicting the value of the Young’s modulus. Furthermore, the median and the trimmed average 

are very close to the average, so it can be confirmed that hardly any bad results appear. 

3.2. Yield Strength 

Figure 8 shows the histogram of the yield strength values of the input dataset. These data are 

quite disperse and do not exhibit any predominant value. The yield strength strongly depends on the 

chemical composition of the alloy and the treatment applied to it. For instance, Al 7075-O (no treatment) 

alloy has a YS = 140 MPa, while Al 7075-T6 (heat treatment) shows a YS = 455 MPa [93]. As shown 

in Figure 8, the yield strength of aluminum alloys is a property that exhibits a wide range of values. 
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Figure 8. Yield strength histogram of the input dataset. 

 
As already indicated, the position of the yield point is based on conventions (usually a deviation 

of 0.2% from the linear behavior) since, in fact, no significant physical phenomenon occurs in it [48]. 

Therefore, it is a property for which there is usually considerable uncertainty even in the reference 

bibliography (this data is usually given in the form of a range of values) [93]. 

Appendix C contains some notions about the neural network training process for predicting 

this property. 

Once the training has been successfully completed, the neural network is asked to make 

predictions about the data from the testing subset. The averaged statistical metrics of Table 2 are 

obtained after performing the 10 training-prediction iterations. 

 
Table 2. Average deviation (as %) of the prediction of the yield strength. 

 

Avg. Dev. Std. Dev. Median Avg. Dev. 90% 
 

4.58 3.40 3.78 4.33 

 

Table 2 shows the averaged information regarding the relative errors (according to Equation (A8)) 

of the 10 iterations: relative average deviation (Avg. Dev.), statistical standard deviation (Std. Dev.), 

median and trimmed average deviation at 90% (Avg. Dev. 90%). 

The average precision of the prediction (average relative error) is 4.58% with a standard deviation 

of 3.40%. It is noteworthy that the average deviation, the median and the trimmed average deviation 

at 90% show very similar values (4.58%, 3.78% and 4.33% respectively), which indicates that the results 

are concentrated and few anomalous values appear. Figure 9 shows this same information in the form 

of a box and whisker diagram. In addition, this figure shows the outliers that have appeared during 

the process. 

Figure 10 shows the histogram of the deviations of the yield strength prediction for all iterations 

(it shows the 4200 predictions that are made in the 10 iterations). This plot shows that most of the errors 

are lower than 6%. The error of the yield strength estimation is low (average 4.58%) but the results are 

more dispersed than in the case of Young’s modulus because, as already indicated, it is a property that 

has an inherent uncertainty. 
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Figure 9. Prediction deviation of the yield strength. 
 

Figure 10. Histogram of the prediction error of the yield strength for all iterations. 

3.3. Ultimate Tensile Strength 

Figure 11 shows the histogram of the ultimate tensile strength values for all records in the input 

dataset. These data are heterogeneously distributed over a very wide range of values and, although 

a maximum appears in the range (175, 205], it cannot be considered as truly remarkable. This figure 

highlights the great diversity of values that this property takes. 
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Figure 11. Ultimate tensile strength histogram of the input dataset. 

 
Appendix C contains some notions about the neural network training process for predicting 

this property. 

Table 3 shows various averaged statistical metrics about the relative error of the predictions (see 

Equation (A8)) that have been carried out: average deviation (Avg. Dev.), statistical standard deviation 

(Std. Dev.), median and trimmed average deviation at 90% (Avg. Dev. 90%). The average relative error 

of the system is 3.30%, being 2.55% and 3.08% the median and the trimmed average deviation at 90% 

respectively. These very low values account for the performance of the methodology. 

 
Table 3. Average deviation (as %) of the prediction of the ultimate tensile strength 

 

Avg. Dev. Std. Dev. Median Avg. Dev. 90% 
 

3.30 2.82 2.55 3.08 

 

Figure 12 shows the result of the averaged prediction precision in the form of a box and whisker 

diagram. The presence of some abnormal values that have been marked as outliers should be 

highlighted. In this case, those anomalous results are related to alloys that exhibit unusually low 

ultimate tensile strength values and for which there are few samples in the input dataset. 

 

Figure 12. Prediction deviation of the ultiamte tensile strength. 

 
Figure 13 shows a histogram of the errors made by the system throughout the 10 iterations that 

have been carried out. It is remarkable that there are few results greater than 6% and, in any case, most 

of the values are included in the range [0, 3). 
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Figure 13. Histogram of the prediction error of the ultimate tensile strength for all iterations. 

 
The system is more performant predicting the ultimate tensile strength than the yield strength 

because the former has a physical meaning and, therefore, the data in the input dataset is more precise. 

3.4. Elongation at Break 

Figure 14 shows the histogram of elongation at break for the entire input dataset. In this case, 

the data exhibits a wide range of values although they are concentrated around low values. Aluminum 

alloys, in general, are more ductile than steel and therefore easier to work with [34]. 

 

Figure 14. Elongation at break histogram of the input dataset. 

 

Elongation at break is a very difficult property to determine since it requires an exhaustive test 

campaign that involves working with very high deformations, which implies very low straining 

rates [50]. Moreover, the behavior of the testing probes greatly depends on the metallurgic 

microstructure, the exact chemical composition and the treatments [34,50]. Therefore, the available 

data for this property is not very precise and is usually shown in the form of ranges, for example, the 

elongation at break of the Al 7075-T6 is 5–11% [39,93]. 

Appendix C contains some notions about the neural network training process for predicting 

this property. 

Table 4 shows various statistical metrics related to the performance of the predictions. In the table, 

each column contains, respectively, the average deviation (Avg. Dev.), the statistical standard deviation 

(Std. Dev.), the median and the trimmed average deviation at 90% (Avg. Dev. 90%). 

These results show a lower predictive performance than in the case of the other three considered 

properties: the mean deviations are higher (5.90%, 5.33% and 5.73% for the average, the median and 

the trimmed average). It is also noteworthy that the statistical standard deviation (Std. Dev.) is also 

greater (4.05%), which indicates that the results of these predictions are more scattered. 
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Table 4. Average deviation (as %) of the prediction of the elongation at break. 
 

Avg. Dev. Std. Dev. Median Avg. Dev. 90% 
 

5.90 4.05 5.33 5.73 

 

Figure 15 shows the averaged result of the predictive performance of the 10 iterations in the form 

of a box and whisker diagram. The results are more dispersed than in the other three cases and a 

few outliers with very high values appear. The network has been trained with data that, by its own 

nature, are imprecise (ranges) and it causes the results to be more heterogeneous. Figure 16 shows 

the histogram of the relative errors obtained in the prediction of the elongation at break for all the 

iterations. This plot shows that the deviations are concentrated on low values, with few abnormally 

high results. 

 

Figure 15. Prediction deviation of the elongation at break. 
 

 

Figure 16. Histogram of the prediction error of the elongation at break for all iterations. 

3.5. Limitations of the Methodology 

The main limitation of this study is the size of the input dataset and the ability of the neural  

network to learn from it [32]. As already indicated, the outcomes of this methodology improve when 

the training process is carried out using a larger input set. However, obtaining large amounts of 

material data is difficult because it consumes a huge amount of resources (time, money, people...). 

Therefore, a larger initial information corpus can improve the results. 

As previously described, the topology model that has been employed in this study has some 

disadvantages (e.g., the results are affected by a limited initial dataset and the local minimums 
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generate substantial attraction) that constitute a drawback of the procedure [6]. Other neural networks 

architectures can improve the results or reduce the required resources to carry out the training phase. 

This study is founded on the assumption that the data obtained from the material library are 

correct and reliable [31]. The correctness of the input data do not modify the methodology but it can 

affect the results because the neural network would learn incorrect information. 

4. Example of Application 

The Al 2024-T4 alloy has been selected to develop this example because there is extensive 

information about it, it is easily comparable with data from leading sources and it is a widely used 

industrial material. Al 2024-T4 is a copper-based aluminum alloy (Al 2xxx) that has been treated with 

the T4 temper (solution heat-treated and natural aged) [81]. It has the highest ductility compared to 

the other variants of 2024 aluminum [1]. 

This is one of the best-known aluminum alloys due to its high strength and excellent fatigue 

behavior; it is widely used in structures and parts where a good strength-to-weight ratio is required [34]. 

Al 2024 alloy is easily machined to a high quality surface finish; moreover, it is easily plastically formed 

in the annealed condition (Al 2024-O) and, then, can be heat-treated to become Al 2024-T4. Since 

its resistance to corrosion is relatively low, this aluminum is commonly used with some type of coating 

or surface treatment [37]. 

Table 5 shows the chemical composition of Al 2024-T4 and Table 6 shows the mechanical properties 

that are relevant to this study [93]. 

 
Table 5. Al 2024-T4 chemical composition [81]. 

 

Element Weight % 

Al 90.7–94.7 
Cr Max. 0.1 
Cu 3.8–4.9 
Fe Max. 0.5 
Mg 1.2–1.8 
Mn 0.3–0.9 
Other Max. 0.15 
Si Max. 0.5 
Ti Max. 0.15 

Zn Max 0.25 

 
Table 6. Actual mechanical properties of the Al 2024-T4 [93]. 

 

Property Value 

Young’s modulus [GPa] 73 
Yield strength [MPa] 395 
Ultimate tensile strength [MPa] 470 

Elongation at break [%] 19 

 
Before launching the software that carries out the training and prediction, to avoid overfitting,  

all references to Al 2024-T4 and -T351 (this is an identical standard regarding mechanical properties [93]) 

have been removed from the input dataset. In the same way as previously explained, 10 training-

prediction iterations have been executed. 

Table 7 shows the actual values (Actual val.) and the results of the prediction of the mechanical 

properties of Al 2024-T4, as well as some other statistical metrics that allow quantifying the error and the 

performance of the methodology for this particular case: average predicted value (Avg. val.), statistical 

standard deviation of the predictions (Std. Dev.), median, maximum (Max.) and minimum (Min.). 
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Table 7. Properties prediction for Al 2024-T4. 
 

Property Actual val. Avg. val. Std. Dev. Median Max. Min. 

E [GPa] 73 73.3 0.7 73.4 74.3 71.9 
YS [MPa] 395 395.1 9.3 395.9 409.4 376.5 
UTS [MPa] 470 471.5 8.0 470.8 483.2 460.1 

A [%] 19 19.0 0.8 18.9 20.1 17.7 

 
Table 8 shows various statistical results that summarize the predictive error for this alloy 

(the results are shown as a percentage). Note that the average errors do not exceed, in any case, 

3.5%. The same information can be seen in Figure 17. With this information, it can be assured that 

the results adjust very well to the actual values. 

 
Table 8. Prediction error for Al 2024-T4 (as %). 

 

Property Avg. error Std. Dev. Median Max. Min. 

E [%] 0.84 0.55 0.81 1.77 0.08 
YS [%] 1.63 1.62 0.95 4.68 0.20 
UTS [%] 1.35 0.98 1.44 2.81 0.13 

A [%] 3.21 2.34 3.08 6.89 0.05 

 

 

Figure 17. Prediction error for Al 2024-T4. 

 
Note that the distribution of average errors is consistent with what was said previously: the better 

predictive performances have been obtained for the Young’s modulus and the ultimate tensile strength, 

and the worse results for the yield strength and the elongation at break. This is also true for the 

statistical standard deviation values. 

Figure 18 shows the actual stress-strain curve for Al 2024-T6 [50] and its bilinear approximation 

using the average values resulting from the prediction using the methodology described in this work 

(see Table 7). Note that the predicted curve fits the actual one (especially in the elastic region); however, 

discrepancies appear near the yield point and in the plastic zone. 

The discrepancy between the two curves can be quantified by calculating the difference in 

deformation energies (see Equation (2)) [43,46]. This is equivalent to calculating the area enclosed 

between both curves. The deformation energy difference between the two curves is 2.74 MJ, so, 3.3% 

of the actual energy (83.8 MJ). This deviation is also an indication of the error made when using 

the approximation instead of the real curve. 

Keeping the methodology error below 5% implies a similar performance as the typical artificial 

intelligence-based methodologies applied to materials science [24,25]. On the other hand, a similar error 

rate would be comparable, according to the Lean Manufacturing framework, to that of an industrial 
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system working at a four-sigma level, which has traditionally been associated with the average industry 

in developed countries [94,95]. 

As already indicated, obtaining the stress-strain curve of a material is a slow, expensive and 

resource-intensive process. However, based on this example, it can be said that using the methodology 

described in this paper allows shortening deadlines and having an estimate of the expected results. 

 

Figure 18. Actual stress-strain curve and its bilinear predicted approximation for Al 2024-T4 (actual 

curve from Reference [50]). 

5. Conclusions and Future Work 

This article has investigated the feasibility of using artificial neural networks and big data 

to predict the stress-strain curve of aluminum alloys whose chemical composition and previous 

treatments are known. The possibilities of artificial intelligence techniques have been explored based 

on large datasets. Therefore, the main conclusions of this work are presented as follows: 

• Artificial neural network technology can be employed to exploit large material datasets to predict 
the mechanical properties of aluminum alloys.  An ANN can learn to estimate the value of 
a material property based on its chemical composition and temper. 

• An artificial neural network can be trained to predict the bilinear approximation of the stress-strain 

curve of an aluminum alloy   if   its   chemical   composition   and   tempers   are   well   defined. 

The prediction error remains limited and the average deviations in this work for the Young’s 

module, the yield strength, the ultimate tensile strength and the elongation at break are, 

respectively, 3.07%, 4.58%, 3.30% and 5.90%. 

• Supervised learning methodologies require large training datasets to achieve satisfactory 

predictive performance. The predictive ability of a neural network improves as the dataset 

grows because it has more samples to learn from, and therefore, the network can approximate 

better the reality of the problem. 

• A multilayer artificial neural network can be trained to approximate nonlinear functions related to 

materials science. Theoretically, a multilayer neural network can learn to approximate any 

nonlinear function if the training dataset is large enough and if it has a sufficient number 

of perceptrons [83]. 
 

This work contributes to applying innovative techniques such as those based in artificial intelligent 

techniques in materials science and technology research as it provides a new development tool to 

consider new aluminum alloys. It allows obtaining a first approximation and, therefore, focusing 

resources on the most promising materials. In addition, it opens the door to investigate similar 

solutions applied to other metals. 
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Artificial neural networks have proven to be a suitable ally to describe the elastoplastic behavior 

of highly relevant industrial materials without the need of expensive and complicated stress-strain 

tests. It can be studied whether it is possible to design a system based on artificial intelligence 

capable of predicting the stress-strain curve more accurately or using other better approaches such as 

the Ramberg-Osgood one [52]. 

Other more performant network architectures can be explored since this work scheme has shown 

that it is possible to use them to make these predictions. There is a wide spectrum of network topologies 

that cover different needs [78], which suggests that other solutions can be investigated. 
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Abbreviations 

The following abbreviations and symbols are used in this manuscript: 

A Elongation at break 

α Ramberg-Osgood parameter 

ADAM Adaptive Moment Estimation 

AI Artificial intelligence 

ANN Artificial Neural Networks 

βn ADAM algorithm parameter 

E Young’s modulus 

ET Strain hardening modulus 

e ADAM stability factor 

ε Prediction error of a neural network 

ε Strain 

η ADAM step size 

f Error function 

g Gradient of the error function 

m ADAM first moment estimate 

n Ramberg-Osgood parameter 

σ Stress 

σYS Yield stress 

UTS Ultimate tensile strength 

v ADAM second moment estimate 

w Weights vector 

YS Yield stress 

 

Appendix A. Aluminum Designation 

The Aluminum Association Inc. is the main entity (among others) in charge of the regulation 

and standardization of all matters related to aluminum alloys. Although it is possible to subdivide 

these materials according to multiple criteria, this association distinguishes two basic categories: 

casting alloys and wrought alloys [81], being the latter the most widely produced and consumed [2]. 

The nomenclature of the different aluminum alloys is based on a 4-digit system that determines 
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the limits of the material composition and uniquely identifies it [81]. However, the meaning of each of 

the digits of this identification system varies between the casting and wrought alloys. 

In the case of wrought alloys, the first digit (Xxxx) designates what is the main alloying element 

(see Table A1), the second digit (xXxx) indicates a modification or evolution of the original alloy (if it is 

different from 0) and the last two digits (xxXX) are simply arbitrary numbers that identify a specific 

alloy [81]. For example, in Al-2014, number 2 refers to an alloy whose main alloying agent is copper, 

number 0 indicates that there have been no modifications and 14 identifies this particular alloy. 

 
Table A1. Principal alloying element for wrought aluminum alloys. 

 

Alloy Principal Alloying Element 
 

1xxx 99% minimum aluminum 
2xxx Copper 
3xxx Manganese 
4xxx Silicon 
5xxx Magnesium 
6xxx Magnesium and silicon 
7xxx Zinc 
8xxx Others 

 

On the other hand, for casting alloys, the first digit (Xxx.x) also identifies the main alloying 

element (see Table A2); the second and third digits (xXX.x) identify a particular alloy; and the fourth 

digit (decimal) indicates whether it is a final shape casting (.0) or an ingot (.1 or .2).  Moreover, a 

capital letter prefix indicates a modification to a specific alloy [82]. For example, A256.0 indicates that 

this material is a modification (A) of an alloy whose main alloying element is copper (2) and which 

is offered in its final form (.0) and not as an ingot. 

 
Table A2. Principal alloying element for cast aluminum alloys. 

 

Alloy Principal Alloying Element 
 

1xx.x 99% minimum aluminum 
2xx.x Copper 
3xx.x Silicon plus copper and/or magnesium 
4xx.x Silicon 
5xx.x Magnesium 
6xx.x Unused series 
7xx.x Zinc 
8xx.x Tin 
9xx.x Other elements 

 

Each of these alloys can be subjected to different heat and mechanical treatments (not all alloys are 

capable of undergoing all treatments) to modify their properties. To differentiate the treatment, there is 

a nomenclature (standardized by the Aluminum Association) whose identification is based on a letter, 

which indicates the type of process that the material has undergone (see Table A3), and numbers 

that identify the specific treatment [34]. For example, the 6012-H18 alloy has been strain hardened. 
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Letter Meaning 

 

Table A3. Basic temper designation for aluminum alloys [34]. 

 
 

F As fabricated, it applies to products of a forming process in which no special control over 
thermal or strain hardening conditions is employed 

O Annealed, it applies to products which have been heated to produce the lowest strength 
condition to improve ductility and dimensional stability 

H Strain hardened, it applies to products that are strengthened through cold-working 
W Solution heat-treated, an unstable temper applicable only to alloys that age spontaneously 

at room temperature 
T Thermally treated, it applies to products that have been heat-treated 

 

Appendix B. Neural Network Mathematical Explanation 

A multi-layer neural network can be trained to learn a non-linear function [32] of the form 

(see Equation (A1)): 
 

F(X) : Rm → Ro , (A1) 

where X = {xi/i ∈ 1...m} is the input vector, m is the size of the input vector and o is the size of the 

output vector [66]. 

The neural network learning procedure is known as training, which is mathematically based 

on the gradient descent problem that tries to minimize the associated error function [32]. That error 

function depends on the weights related with each of the perceptrons. This vector of weights (whose 

size is equal to the number of neurons in the network) is represented as w and allows indicating that 

f (w) is the error function when the weights w are assigned to each of the perceptrons of the network. 

With this formalization, the objective of the training is to find the vector w∗ for which a global minimum 

of the function f is obtained, which turns the learning problem into an optimization problem [6]. 

In this way, a neural network is initialized with a vector of weights (in general, random) and, then, 

a new vector is calculated to reduce the error function [32]. This process is iterated until the error has 

been limited or until a specific stopping condition is satisfied. Since the error function is differentiable, 

the gradient of this function can be defined for each of the optimization steps (see Equation (A2)) [6]: 

 

gi = ∇ fi = ∇ f (wi), (A2) 

where gi is the gradient value of the error function in the i-th step of the iteration, fi is the value of 

the error function in the i-th step and wi is the vector of weights in the i-th iteration. 

Adaptive Moment Estimation (ADAM) is an adaptive learning rate methodology that calculates 

individual learning rates for different parameters. ADAM uses estimates of the first and second 

moment of a gradient to adapt the learning rate for each weight of the neural network [85]. Using this 

method, in each iteration, the new weight vector is calculated as (see Equation (A3)) [85]: 
     mi+1  

wi+1  = wi − η √
v̂

^
 , (A3) 

+ e 

where η is the step size (a value that graduates the relevance of the gradient factor), e is the stability 

factor of the algorithm (constant) and mi+1 and vi+1 are the bias-corrected first and second moment 

 
 

m 
mi+1   (A4) 

^i+1 = 
1 − βi+1 

v 
vi+1   

, (A5) 
^i+1 = 

1 − βi+1 

estimate, which are calculated as follows (refer to Equations (A4) and (A5)) [85]: 
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. .ε =  ,

 (A8) 

vprediction − vreal 

 

where β1 and β2 are the algorithm parameters that are set to a value near 1 [72]; mi+1 and vi+1 are 

calculated as follows (refer to Equations (A6) and (A7)) [85]: 

 
mi+1 = β1mi + (1 − β1) gi+1 (A6) 

vi+1 = β2vi + (1 − β2) gi+12, (A7) 

where mi and vi are the decaying averages of past gradients and past squared gradients, respectively, 

and are estimates of the first moment (mean) and the second moment (non-centered variance) of 

the gradients [85]. 

Therefore, the optimization process and the network training method have been 

mathematically defined. 

Once the network has  been  conveniently  trained,  predictions  can  be  obtained  based  on 

the approximation function learned by the neural network [6]. The prediction deviation is calculated 

as the absolute value of the relative error of the resulting value (refer to Equation (A8)): 

 
. vreal 

.
 

where ε is the relative predictive error (in absolute value), vprediction is the predicted value (resulting 

value of the network) and vreal is the actual value. 

The nodes of an artificial neural network can be connected in many ways, forming different 

network topologies.  The behavior of the system, its learning capacity and the amount of resources 

it will need during the training and prediction phases depends greatly on the chosen topology [78]. 

A fully connected artificial neural network consists of a set of fully connected layers and a fully 

connected layer is a layer in which all nodes are connected to all nodes of the next layer [32]. 

For a fully connected multilayer neural network, the time complexity of the backpropagation 

training is given by Equation (A9). So, it is highly recommended to minimize the number of hidden 

nodes to reduce the training time [78]. 
 

k 

O n · m · o · N · ∏ hi 

 

, (A9) 
 

where n is the size of the training dataset, m is the number of features, o is the number of output 

perceptrons, N is the number of iterations and k is the number of hidden layers (each of them containing 

hi nodes). 

Appendix C. Learning Curves 

Figure A1 shows the averaged evolution of the error functions (on a logarithmic scale) relative to 

the training phase of each of the properties. Each curve is the result of averaging those obtained from 

each of the ten iterations. 

In the case of the Young’s modulus (E), the error function started at a value close to 2400 and 

evolved to converge asymptotically to about 30. It took around 1700 training epochs to reach the end of 

the process due to non-improvement conditions. Reaching a non-improvement condition, in general, 

indicates that the network is no longer capable of learning more from the provided data and, therefore, 

continuing the training could produce overfitting or some type of bias [78]. 

In the case of the Yield strength (YS), the curve evolved from approximately 20,000 to converge 

asymptotically to a value close to 300. It has taken around 8500 training epochs for the process to finish. 

In the case of the Ultimate tensile strength (UTS), the curve started from a value close to 36,000 

to descend until reaching a value close to 50, where it stabilizes. Training has required almost 12,000 

epochs to stop. 

In the case of the Elongation at break (A), the curve started from a value of approximately 50 

and descend until reaching a value close to 3. Due to the scale, in this plot, it is possible to observe 

i=1 

! 
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the small oscillations that occur in the curves, which create small irregularities and hops. It is also 

very interesting to highlight the big steps that the curves create; these are usually related to instants in 

which the neural network learned an important rule [32]. 

 

Figure A1. Averaged evolution of the error function during the training for each property. 
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