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A B S T R A C T   

Social networks are platforms widely used by travelers who express their opinions about many services like 
public transport. This paper investigates the value of texts from social networks as a data source for detecting the 
spatial distribution of problems within a public transit network by geolocating citizens’ feelings, and analyzes the 
effects some factors such as population or income have over that spatial spread, with the goal of developing a 
more intelligent and sustainable public transit service. For that purpose, Twitter data from the Madrid Metro 
account is collected over a two-month period. Topics and sentiments are identified from text mining and machine 
learning algorithms, and mapped to explore spatial and temporal patterns. Lastly, a Geographically Weighted 
Regression model is used to explore the causality of the spatial distribution of complaining users, by using official 
data sources as exploratory variables. Results show Twitter users tend to be mid-income workers who reside in 
peripheral areas and mainly tweet when traveling to workplaces. The main detected problems were punctuality 
and breakdowns in transfer stations or in central areas, mainly in the early morning of weekdays, and affected by 
density of points of interest in destination areas.   

1. Introduction 

Mobility is one of the biggest challenges for metropolitan areas. 
Urban growth entails a rise in mobility demand, meaning an increase in 
the number of trips, greater diversity of travel motives, motorized 
transport intensification, and longer, more time-consuming routes 
(Banister, 2011). The promotion of public transport is vital for cities, 
since they seek to decongest the traffic and reduce the level of pollution 
(Hosseini, El-Diraby, & Shalaby, 2018). Hence, public transport repre
sents the main sustainable mode of urban mobility (Chen et al., 2018). 
The constant increase in mobility demand has led to a rise in congestion 
in public transport systems. In this paradigm, public transport agencies 
need to have updated information about the functionality of their ser
vices to detect disruptions (Ji, Fu, Self, Lu, & Ramakrishnan, 2018). 
Citizen’s opinions are fundamental for understanding the necessities, 
motivations and sensibilities of public transport usage, providing useful 
insight into planning models that seek to respond to these necessities 
(El-Diraby, Shalaby, & Hosseini, 2019). However, data from traditional 

sources seems insufficient due to its high cost, low updating frequency, 
and low spatial and temporal resolution (Gutiérrez-Puebla & García-
Palomares, 2016; Miralles-Guasch & Martínez, 2013; Wang, Phillips, 
Small, & Sampson, 2018). 

The large variety, velocity, and volume of new data sources based on 
Information and Communication Technologies (ICT) are valuable for 
mobility and land use studies, allowing analysis to be performed on 
space-time patterns that cannot be studied by traditional means 
(Gutiérrez-Puebla & García-Palomares, 2016). Public transport agencies 
have adopted approximations to communicate with ICT users, providing 
them with information about their services (Manetti, Bellucci, & Bag
noli, 2017). The volunteered information created through social appli
cations establishes a range of opportunities for these agencies, allowing 
them a better understanding of the necessities and opinions of public 
transport users (Casas & Delmelle, 2017). 

Messages and opinions shared on social networks can be used not 
only to detect current transport events, but also to create large volumes 
of useful data for discovering users’ opinions, long-term trends, etc. 
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Tweets are rich data resources for extracting opinions and feelings 
(Kocich, 2017). There is a wide range of research in many fields that uses 
the text included in tweets to obtain valuable results in application fields 
like disaster management, health management, or traffic management 
(Steiger, de Albuquerque, & Zipf, 2015). The content of a tweet is 
difficult to interpret and analyze due its unstructured nature, but 
recently there have been developments in text mining techniques 
applied to tweets to interpret them quantitatively (Lansley & Longley, 
2016). Text mining needs to work with very short, unstructured mes
sages, containing noises and errors such as casual or non-usual language, 
abbreviations, symbols, spelling errors or acronyms (Haghighi, Liu, Wei, 
Li, & Shao, 2018; Hiltz et al., 2014). Besides being low in cost, data 
produced continually and compiled almost in real time is beneficial for 
measuring sentiments using social data like tweets over traditional 
mobility surveys, including being able to observe users’ specific neces
sities regarding a topic, and useful insight about a particular sentiment 
(Collins, Hasan, & Ukkusuri, 2013). 

Although the use of Twitter data for opinion mining is popular in 
many fields, its use in transport administration, management and 
planning sector remains limited (Luong & Houston, 2015). This inves
tigation aims to explore the perceptions of Twitter users when they 
travel in public transport systems, and showcase the utility of Twitter to 
spatially locate problems within a public transit network, using the 
Madrid Metro network as a practical case. Twitter data is free, and its 
high temporal resolution allows the constant updating of results over 
time. This investigation also seeks to understand the effects some vari
ables (like population, income, density of points of interest, or connec
tions with other public transit services) load over the spatial distribution 
of problems in the network with the goal of generating useful knowledge 
for the development of a more intelligent and sustainable public transit 
network design and planning. 

However, geotagged tweets tend to be only about 1 % of the total of a 
sample (Graham, Hale, & Gaffney, 2014). When studying a determined 
topic, these samples can be small-sized and mixed with noise from 
non-relevant tweets for the investigation. Therefore, we propose using 
the texts of non-geotagged tweets to extract spatial information by 
geocoding keywords, and then extract the most commented topics and 
the sentiments from the Madrid Metro system users. As explained later, 
this approach allows us to obtain less noise and a larger sample of 
tweets. 

Many studies explore factors influencing satisfaction with public 
transit (e.g. Shen, Xiao, & Wang, 2016; Stathopoulos & Marcucci, 2014; 
Wong, Szeto, & Yang, 2017) but we know very little about factors 
influencing comments and emotions in social media. To overcome that, 
this paper proposes the elaboration of a Geographically Weighted 
Regression (GWR) model to explore the causality of variables that 
spatially affect the number of users with negative sentiments, using 
official data from official sources such as population, income level, or 
density of points of interest as exploratory variables. 

This paper is divided into six sections. Following the introduction, 
Section 2 summarizes existing literature on investigations using a 
Twitter semantic and sentimental analysis in the public transport field. 
Section 3 describes the study area and the data used, while Section 4 
defines the methodology. Section 5 explains the results obtained, and 
Section 6 provides a series of conclusions. 

2. Literature review 

Text mining and semantic analysis from tweets has been a prolific 
area of investigation over the last decade thanks to the easy collection of 
data samples with a wealth of opinions and feelings within a short time. 
Text mining has been used to map and compare the frequency of feelings 
in cities during the day (Kocich, 2017; Lansley & Longley, 2016; Steiger, 
Resch, & Zipf, 2016; Wachowicz & Liu, 2016), to detect possible natural 
phenomena like hurricanes or earthquakes (Hiltz et al., 2014; Sakaki, 
Okazaki, & Matsuo, 2010), or to extract the spatial patterns of feelings in 

different events, such as the 2016 United States Elections (Chin, Zap
pone, & Zhao, 2016), 2015 baseball games in Boston (USA) (Steiger, 
Ellersiek, Resch, & Zipf, 2015), 2014 Sochi Winter Olympic Games 
(Kirilenko & Stepchenkova, 2017), or 2012 London Summer Olympic 
Games (Kovacs-Gyori, Ristea, Havas, Resch, & Cabrera-Barona, 2018). 
Another field of growing importance has been studying the perceptions 
and feelings about green spaces during different times of the day such as 
urban green spaces and parks in Melbourne (Lim et al., 2018) or in 
London (Kovacs-Györi et al., 2018). Few papers have used Twitter as a 
data source for semantic and sentiment analysis in transport manage
ment and planning, for example Collins et al. (2013) for Chicago, 
Schweitzer (2014) for the Philadelphia region, or Luong and Houston 
(2015) for Los Angeles. Common topics and their spatial patterns were 
analyzed in Waterloo by Zhang and Feick (2016) and similar semantic 
and sentiment analyses were conducted for Salt Lake City by Haghighi 
et al. (2018). Hosseini et al., 2018 and El-Diraby et al. (2019) performed 
a more detailed semantic and sentiment analyses for Vancouver Trans
Link, Toronto Transit Commission, and Toronto GO transit. 

All these studies challenge similar issues. The first issue is how to 
assemble an appropriate data set for analysis, usually using temporal, 
spatial, and topic or keywords filtering. Setting an appropriate temporal 
range is useful for analyzing specific events like the Olympic games 
(Kirilenko & Stepchenkova, 2017). For non-event studies, two main 
approaches can be found: using long-time intervals around 1 year (e.g. 
El-Diraby et al., 2019; Steiger, Ellersiek, et al., 2015; Lansley & Longley, 
2016; Zhang & Feick, 2016) or short intervals of 1–2 weeks (e.g. Casas & 
Delmelle, 2017; Collins et al., 2013; Haghighi et al., 2018). Long in
tervals are required to assemble large volumes of data, especially when 
using Twitter Streaming API which provides only about 1 % of tweets 
(Haghighi et al., 2018). Longer periods are advantageous to study 
long-term trends and distributions at the cost of sacrificing homogeneity 
which is often an issue for transport studies. For example, Lansley and 
Longley (2016) removed Mondays, Fridays and weekends to obtain a 
more homogeneous dataset of tweets. Occurrences of transport failures 
and non-periodic specific conditions will substantially change the fre
quency and pattern of tweets. Hence, El-Diraby et al. (2019) clustered 
the days into three categories: normal days; days with disruptions and 
days with an information surge. Using long periods is not well suited for 
quick and continuous monitoring and updating of customer sentiments 
and topics. Thus, we suggest using a 2-months interval instead. 

Regarding the spatial filtering of tweets, the majority of studies are 
focused on selected localities. For transport and urban purposes, results 
can be better utilized by the public transit providers and urban and 
transport planners. To filter relevant tweets, the name of the location is 
typically used frequently with an appropriate buffet to eliminate 
boundary issues (e.g. Casas & Delmelle, 2017; Haghighi et al., 2018) A 
boundary box for coordinates is also usually applied (e.g. Kovacs-Gyori 
et al., 2018; Steiger et al., 2016; Zhang & Feick, 2016). Another strategy 
is to use more focused filters coupled with the city name and the name of 
line or rail (Collins et al., 2013; Luong & Houston, 2015). 

The majority of investigations (Hiltz et al., 2014; Kovacs-Gyori et al., 
2018; Steiger et al., 2016; Sakaki et al., 2010; Steiger, de Albuquerque, 
et al., 2015; Steiger, Ellersiek, et al., 2015; Zhang & Feick, 2016) harvest 
only geotagged tweets. As stated earlier, geotagged tweets represent 
only about 1 % of all tweets posted in the given period. This approach 
may also be ineffective when studying specific topics such as public 
transit due to large noise and the inclusion of non-relevant tweets. Zhang 
and Feick (2016) found over 99 % of tweets from their sample were 
off-topic. However, analyzing the spatial distribution of topics and 
sentiments needs a good accuracy of point locations and for that it is 
necessary to use coordinates (for example, spatiotemporal analysis for 
park visits by Kovacs-Gyori et al., 2018 or advanced spatiotemporal 
methods such as Geo-SOM by Steiger et al., 2016). Some scholars also 
utilize user metadata to recognize user home locations (Kirilenko and 
Stepchenkova (2017) estimated a place of residence in roughly 35 % of 
tweets). For public transit analysis, a good approach is detecting the 
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location based on the tweet texts using geocoding (Fojtík, Horák, 
Orlíková, Kocich, & Inspektor, 2016). 

The third form of data filtering is to select appropriate Twitter ac
counts for the study. Usually, individuals with poor tweeting activity (e. 
g. 4 tweets in parks according to Kovacs-Györi et al., 2018) or highly 
active accounts (e.g. users with more than 100 tweets per year in 
El-Diraby et al., 2019) are removed. For many purposes it is convenient 
to distinguish residents and “visitors” (e.g. Kovacs-Gyori et al., 2018). 
Separation of the groups is usually based on temporal or spatiotemporal 
patterns where residents have some continuous frequency of tweeting 
(Kovacs-Gyori et al., 2018). More advanced methods combine tweeting 
activity and distances to potential residences (Kovacs-Györi et al., 
2018), analysis of social networks based on graph theory (Hosseini et al., 
2018) or analysis of users’ accounts (Luong & Houston, 2015). However, 
sociological profiling of users is still limited and unreliable. 

Social media analysis usually contains semantic and sentiment 
analysis. Semantic analysis enables to capture the meaning and content 
of the text, which is challenging especially for short unstructured text 
messages such as tweets. Semantic analyses are usually based on vo
cabularies (Casas & Delmelle, 2017; Hosseini et al., 2018; Zhang & 
Feick, 2016) or on unsupervised machine learning approaches 
(Haghighi et al., 2018; Kovacs-Gyori et al., 2018; Lansley & Longley, 
2016; Zhang & Feick, 2016). Some studies use a basic schema with two 
identified topics such as actual user experience of the transit system and 
transit agency decisions (Haghighi et al., 2018) where only the first one 
is suitable for analyzing users’ feedback on the quality of public transit 
service. Other studies applied a more detailed scheme with e.g. eight 
topics for customer satisfaction issues. El-Diraby et al. (2019) found 
most concerns were related to travel time and service delivery (on both 
weekdays and weekends), safety and security, followed by information 
availability and spatial availability (important only on weekends). Casas 
and Delmelle (2017) also designed eight topics (routes, stations, buses, 
infrastructure, accidents, safety, exclusion, technology) and found buses 
and safety to be the most referenced categories (the main concerns were 
bus riders’ behavior, inappropriate use of dedicated seats, crimes and 
fights). Semantic Twitter data has also been used for the creation of 
predictive and event-detection models (Ji et al., 2018; Zhañay, Cordero, 
Cordero, & Urigüen, 2019). Spatial distribution of topics was investi
gated only in a few non-transport focused studies. For example, Lansley 
and Longley (2016) describe the dominancy of leisure topics in tweets 
written at home, while business and information topics prevail in tweet 
from not-domestic buildings. 

Sentiment analysis enables the identification of appreciations and 
feelings in texts. Sentiment analysis is based on two main techniques: the 
use of vocabulary where each word is assigned a value, and machine 
learning techniques, which use counting methods to determine the 
sentiment of a body of text (Collins et al., 2013). Sentiment analysis is 
performed in only one language, mainly in English. Some exceptions are 
bilingual sentiment evaluation by Kirilenko and Stepchenkova (2017) 
and multilingual sentiment mapping using Google Translate API by 
Kocich (2017). Usually, tweets get a positive, negative or neutral score, 
but some studies classified only negative and positive sentiment for 
tweets with high scores strongly deviating from 0 (e.g. Kovacs-Gyori 
et al., 2018). Hiltz et al. (2014) provided a two-step evaluation where, 
firstly, they classified tweets as polar versus neutral using the SentiS
trength algorithm, and then they classified polar tweets as positive or 
negative using machine-learning classifiers like Naïve Bayes and Support 
Vector Machine (SVM). Negative sentiments are dominant in practically 
all investigations for the performance of transit systems (Haghighi et al., 
2018), especially due to delays (Collins et al., 2013) and incidents or 
common disruptions (Hosseini et al., 2018). 

Almost all the mentioned investigations have in common a similar 
methodology (text-mining techniques to extract topics from words, and 
sentiment analysis to add positive or negative value to tweets). 
Frequently, temporal patterns have been analyzed. For example, El-D
iraby et al. (2019) discovered negative sentiments are predominant on 

weekdays at peak hours (7–9 AM and 4–6 PM), while there were more 
satisfied users on weekends. However, few papers have dealt properly 
with the spatial dimension, usually being limited by the detection of 
events. There are almost no works investigating the geographical factors 
that could explain the spatial distribution of user complaints or topics. In 
addition, few papers support the results with official data (mainly sur
veys are used). This paper plans to continue this line of investigation, 
seeking to go deeper, establishing this main research question: What 
factors influence the spatial distribution of negative tweets and associ
ated topics inside a city? 

To explore the geographical distribution of factors spatial regression 
models are recommended (Elhorst, 2010). Two different approaches in 
spatial regression analysis are usually applied: spatial autoregressive 
models and GWR. Spatial autoregressive models evaluate a spatial 
component (typically as an independent variable) and include it into the 
regression model (Anselin, 2002; LeSage, 1998). The most applied 
variants of spatial autoregressive models are spatial lag and spatial error 
models (Smith, Goodchild, & Longley, 2018). However, the spatial in
fluence in these models is assumed to be the same in the whole study 
area. Meanwhile, GWR coefficients are allowed to vary spatially 
(Brunsdon, Fotheringham, & Charlton, 1996), allowing the study of 
spatial differences in relationships and to address a possible spatial 
heterogeneity. Thus, we suggest mapping the main problems (based on 
negative sentiments) in the study area, adding a GWR analysis to un
derstand the factors contributing locally to the spatial distribution of 
negative evaluations in Madrid Metro, using official data sources as 
exploratory variables. 

3. Study area and data 

3.1. Study area 

Madrid Metropolitan Area has an estimated population of 6.2 million 
inhabitants (2019), of which 3.2 live in the city of Madrid. Madrid Metro 
is the main public transport system of the metropolitan area. It is a 294- 
kilometer network, composed of 12 conventional rail lines, and 242 
stations. The Madrid Transport Consortium owns the network system. It 
has an estimated use of 2.3 million travelers per day.2 Over 43 % of 
Madrid citizens use Madrid Metro to travel, while 27 % of people travel 
by bus, and only 13 % of travelers use the commuter train (Cercanías). 
The main traveling reasons for metro users are to go to work (55.03 %), 
or study (15.50 %)3 . Madrid Metro network currently connects all 21 
districts in the Madrid municipality and reaches 12 municipalities 
(Fig. 1). 

3.2. Data 

Tweets were collected by the streaming Twitter API using a Python 
code, selecting replies to the Madrid Metro account, and excluding 
retweets. These tweets are replies to the Madrid Metro system public 
account (@metro_madrid). The main reason we selected this approach 
lies in the assumption, proven by previous papers, that public transport 
users tend to reply directly to the Twitter account of transport agencies 
when they complain about or praise the service offered, or when they 
detect a failure in a specific location, so the frequency is much higher 
than usual tweeting. In addition, texts from direct replies tend to give 
insight on very specific complaints or information related with the ser
vice, while usual tweets tend to talk about common issues (Haghighi 
et al., 2018). While being in a middle urban scale (slightly bigger than 
the bus service, and smaller than the metropolitan train), Madrid Metro 

2 https://www.metromadrid.es/es/quienes-somos/metro-de-madrid-en- 
cifras.  

3 https://www.metromadrid.es/sites/default/files/documentos/Portal%20 
de%20transparencia/Memorias/INFORME%20CORPORATIVO%202018.pdf 
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is the public transport service account that receives the most replies on 
Twitter (Table 1). 

The initial tweet database contains 27,603 tweets from 12,361 users, 
compiled over a two-month period (from September 16 to November 17, 
2019). A two-month interval is used to find a compromise between 
dynamic changes to the transport situation (like seasonal changes or 
events) and satisfactory data volume. Each tweet has information 
related to the user identification number (ID), date, time, and language. 
However, these tweets are not geotagged. We have chosen to use non- 
geotagged data because the sample is bigger for a smaller period of 
time, and the noise of not-related tweets is smaller. In this case, geo
coding is applied using the text of the tweet, under the assumption that 
public transport users tend to use a very specific location vocabulary, 
frequently mentioning the metro station where they are (Haghighi et al., 
2018). 

Metro line and station shapefiles are available on the Madrid 
Transport Consortium webpage. For GWR analysis, data on the resident 
population was downloaded from the 2019 census by the National 
Institute of Statistics (INE), selecting the working-age population (19–55 
years of age). Income data was provided by the 2015 Madrid Hall Urban 
Audit for the Madrid city districts, and the 2016 Madrid Community 
Statistics Institute for the municipalities. The number of points of in
terest (POI) was calculated using the 2019 OpenStreetMap shapefile. 

4. Methodology 

4.1. Data preprocessing 

In order to obtain information, text from tweets needs to be pre
processed, prepared and cleaned using the Python Pandas library. For 
that, a set of transformations are carried out on the text of the tweets in 
order to reduce the complexity of our analysis algorithms and increase 
the accuracy. The cleaning process contains the following steps:  

1 Conversion of all letters to lowercase.  
2 Transformation of letters with diacritical marks into ASCII 

characters.  
3 Removal of hyperlinks (words starting with “http” or “https”). 

Fig. 1. Madrid Metro network in the Madrid Metropolitan Area. 
Source: Own elaboration. 

Table 1 
Tweet frequencies for different transit service accounts in a one-week period 
(September 16th–22th).  

Twitter account Service Scale Number of tweets 

@metro_madrid Metro Urban 4004 
@CercaniasMadrid Train Metropolitan 2686 
@EMTMadrid Bus Urban 769 

Source: Own elaboration. 
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4 Removal of mentioned accounts (words starting with the character 
@).  

5 Removal of special characters (like #, /, or – characters).  
6 Removal of punctuation signs.  
7 Removal of emoticons. 

Other typical transformations performed in text analysis, such as 
stopwords removal (meaningless words like articles or prepositions) or 
text tokenization, were not carried out in this phase. Many station names 
contain stopwords which are needed for geocoding. In the same way, 
lemmatization and tokenization are not recommended because the built- 
in topic classifier is based on pattern recognition (terms as a set of 
words). 

4.2. Geocoding 

The next step consisted in giving spatial information to the tweets by 
geocoding. A Python dictionary of keywords with the name of all metro 
stations was elaborated for this purpose. Then, potential abbreviations 
were sought and replaced by each station’s full name (for example, 
tweets including the term “ppio” were geocoded in the Principe Pio 
metro station). That way, 3454 tweets from 2418 users were geocoded 
(12.5 % of the initial sample). For geocoded tweets located in a station 
with several metro lines (752 tweets), a second dictionary of keywords 
with the name of each metro line was employed to extract individual 
lines from the text of the tweets. 

4.3. Semantic and sentiment analysis 

Users share opinions on specific topics through the text contained in 
their tweets. To infer topics in texts, a semantic perspective based on 
pattern recognition and limited to a set of predefined topics was defined. 
Before the pattern recognition can take place, a second phase of pre
processing is required. Firstly, words with less than 3 characters were 
removed from the texts (Lansley & Longley, 2016). Removal of stop
words and text tokenization steps were also carried out. Then, a series of 
four topics was formulated, based on the main complaints the metro 
system received on social networks.4 The topics reflect the time and 
origin of the tweets. They help to discover personal behaviors and reg
ular patterns within a transit system, but they also enable the detection 
of extraordinary events occurring within the transport network such as 
train delays or failure of services (Cheng, Wicks, & Bejon, 2014). A 
dictionary containing a collection of specific terms (unigrams and 
bigrams) specific to each topic was elaborated and used to identify 
topics in every tweet (Table 2). This method was able to identify 1769 
tweets that contained an applicable topic (51 % of the sample). 

To classify a larger number of tweets, an unsupervised classification 
model was used. The unclassified tweets were clustered into groups 
using a probabilistic modeling approach called Latent Dirichlet Allocation 
(LDA) (Blei, Ng, & Edu, 2003). This model finds topics based on the 
word frequency from a set of documents, where a topic is represented as 
a weighted list of words. These words are divided into topics, and these 
are named using frequently used words combined into a sentence that 
makes sense. In this project, an implementation of a Gibbs sampling al
gorithm was used (Saura & Bennett, 2019). This algorithm is available in 
the free library Gensim. 

The number of topics for the LDA model included in this work was set 
to five. Four clusters were related with the described topics with an 
accuracy of 69 %. The fifth cluster was composed of miscellaneous 
tweets with topics different from the previously defined four (298 
tweets). 

Sentiment analysis classifies the feeling expressed in a text into one 
of several predefined categories. This analysis was used to classify each 

tweet in the text corpus into two feeling categories: positive and nega
tive. For this purpose, a BERT (Bidirectional Encoder Representations from 
Transformers) deep learning model was employed (Devlin, Chang, Lee, & 
Toutanova, 2018). BERT is a modern model based on deep learning that 
has been recently used to perform sentiment analysis with high accu
racy. Unlike other methods traditionally used, BERT takes into account 
the context of each of the words present in a tweet, which implies a 
better understanding of the full context of each tweet. In technical terms, 
the multilingual base model consists of 12 transformer blocks previously 
trained on Wikipedia corpuses of 104 languages, including Spanish. The 
model was then specific all tuned for sentiment analysis of tweets in 
Spanish. Two datasets were used for fine tuning. The first one contained 
20,474 tweets mainly about sports bets (with 9474 negative sentiment, 
and 11,000 positive sentiment tweets) (Malafosse, 2019). The second 
one contained 46,915 tweets (with 20,111 negative and 26,804 positive) 
divided into three categories (general, economics, and InterTASS corpus) 
(Martínez-Cámara, García-Cumbreras, Villena-Román, & García-Mor
era, 2016; Sobrino Sande, 2018). 

Two different experiments were performed on the datasets. In the 
first experiment, the first dataset was employed as the training data for 
BERT model fine tuning, and the second dataset was used for testing. In 
the second experiment, both datasets were merged, and then split into a 
training dataset (80 % of the tweets) and a testing dataset (the remaining 
20 %). The results of the experiments can be seen in Table 3. In the 
metrics calculated in the first experime, the F1-Score and accuracy are 
both above 0.80 values (although the model was fine-tuned on tweets 
about sports betting and the test set contained tweets about different 
topics). Despite the lack of available labeled tweets about public trans
port in Spanish, the metrics show the model is able to generalize very 
well. The second experiment shows the model trained on larger text 
corpora training had even higher evaluation scores with both the F1- 
score and accuracy metrics being over 0.90. According to these re
sults, the second experiment model was used to label the tweets from the 
database with sentiment categories (1 for positive tweets, 0 for negative 
tweets). The generalization abilities of this approach enable us to 
overcome the obstacle of lack of labeled tweets about public transit. 

Table 2 
List and description of formulated topics.  

Topic Description Terms Number of 
used terms 

Punctuality Tweets referring to 
frequency or slowness 
issues. 

late, slow, delay, 
frequency, waiting 
time, etc. 

82 

Comfort Tweets regarding user 
wellness from issues like 
temperature, cleaning, or 
security. 

ventilation, hot, dirty, 
smell, suffocated, etc. 

91 

Breakdowns Tweets reporting 
breakdowns or failures of 
the system. 

breakdown, 
interrupted, failure, 
suspended, works, etc. 

137 

Overcrowding Tweets complaining 
about oversaturation 
problems in stations or 
trains. 

full, saturated, 
overcrowded, 
overflowed, 
agglomeration, etc. 

125 

Source: Own elaboration. 

Table 3 
Results of model fine tuning on a merged test dataset.  

Evaluation metrics 
Test dataset 

Experiment #1 Experiment #2 

Precision 0.89 0.95 
Recall 0.75 0.87 
Accuracy 0.81 0.90 
F1-Score 0.81 0.91 

Source: Own elaboration. 4 http://t-hoarder.com/metro_madrid/. 
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After tuning the BERT model, the set of tweets is geocoded and every 
tweet has a time stamp, a topic and a sentiment category. Using sum
mary statistics by user ID field is possible to perform exploratory da 
analysis to extract the tweets with negative sentiments and visualize the 
distribution of users and topics in space and time. We use only negative 
tweets because we can identify them as problem reports in the metro 
network. Working with users instead of tweets gives less biased results 
since users can repeat the same tweet or elaborate on the same 
complaint many times, generating noise. Another reason is to satisfy the 
aim to analyze influencing factors which are mainly linked to in
dividuals and not to tweeting activity, such as population, density, in
come or POI density. 

4.4. Ordinary least square (OLS) and geographic weighted regression 
(GWR) 

An Exploratory Data Analysis (EDA) was done, including distribution 
analyses of every variable. To improve the behavior of variables and to 
avoid modifiable areal unit problems, a set of secondary variables such 
as shares (for example, share of complaining Twitter users of the total 
number of travelers) or densities (users/objects per km2) was calculated. 
For all variables, Z-standardized variants were prepared and lognormal 
transformation of positively skewed variables was applied. Three types 
of regression models were developed: based on original values of vari
ables, on densities and on Z or Z-LN transformations. OLS and GWR 
models were tuned for all of them and results were compared. Finally, 
the model based on densities was selected taking into account its sta
tistical quality and exploratory effect. 

OLS analyses were conducted for assessment of global relationships 
and behavior of variables. To avoid global multicollinearity and infor
mation redundancy, a Variance Inflation Factor (VIF) of each explana
tory variable as well as an average VIF in OLS models was checked to 
eliminate those models with values above 5 (Akinwande, Dikko, & 
Samson, 2015). In addition, multicollinearity tests, heteroscedascity 
tests (Breusch-Pagan, Koenker-Bassett), residual normality (Jarque-
Bera) and model significance tests (F-test for ANOVA, t-test for each 
variable) were performed to build statistically relevant models. The OLS 
linear regression model enabled us to select an appropriate baseline 
model and appropriate variables for GWR modelling. 

GWR analysis (Brunsdon et al., 1996) was developed in response to 
heterogeneous conditions with spatially varying relationships when 
global spatial regression models such as Spatial Autoregressive Models 
(SAR) fail (LeSage, 1998). While methods like the OLS model don’t 
interpret how variables affect to the spatial distribution of users or 
topics, the GWR model allows us to analyze variations over space within 
the sample, obtaining local coefficients that reflect the influence of these 
variables in the number of users and topics, and recognize where inde
pendent variables have greater or lesser explanatory power (Cardozo, 
García-Palomares, & Gutiérrez, 2012). 

In GWR, βn coefficients of the predictors xn are allowed to vary 
spatially. Coefficients are evaluated at each target point (polygon 
centroid) using a spatially weighted least squares regression (Smith 
et al., 2018) for a set of points within radius r. Usually, instead of fixed 
values for r, a distance-decay function f(d), or more commonly, a certain 
spatial weighting scheme is used to express different influences of the 
neighborhood on local estimation. The GWR model takes the following 
form (Fotheringham, Brunsdon, & Charlton, 2002; Rybarczyk, 2018): 

yi = β0(uivi) + β1(uivi) x1 + β2(uivi) x2 + … + βn(uivi) xn + εi  

where y denotes the dependent variable, (uivi) location coordinates i, βn 
coefficients of the intercept and predictors xn, and εi is the random error 
term. 

The GWR analysis was performed for a district/municipality spatial 
resolution (the 21 districts of Madrid City plus 11 adjacent municipal
ities with metro services, 32 spatial units in total). Different spatial 

weighting schemes were evaluated. Due to large differences in size, 
shape, and distance between polygons, non-distance or contiguity-based 
measures are recommended. Several options with different configura
tions of neighbors were tested. Finally, the k-Nearest Neighbors method 
with k =12 was applied. GWR modelling was based on optimization of 
selected statistical indicators (R2, AICc, residual squares, sigma), testing 
of normality and spatial autocorrelation of errors, checking standardized 
residuals within a threshold 2.5 standard deviation, distribution of local 
R2 values, and an explanatory contribution of independent variables. 

Table 4 summarizes the employed variables. OLS and GWR analyses 
were conducted in GeoDa v.1.14, SPSS (IBM Inc.) v.25, and ArcGIS Pro. 

5. Results 

5.1. Exploratory analysis of Twitter users with a negative sentiment score 

2097 users wrote negative sentiment tweets, while only 475 users 
published positive tweets. The percentage of negative sentiment users 
(86.47 %) is higher than the percentages obtained in similar works 
(60.31 % in El-Diraby et al., 2019), and follows the assumption that 
suggests users usually tweet complaints when they interact with public 
transport service official accounts (Schweitzer, 2014). Metro lines 6, 9 
and 12 present higher percentages of users who posted negative tweets 
while lines 4, 8 and 11 are the ones with lesser negative score percent
ages. Lines 6 (circular line that surrounds the Madrid central area and 
includes all the stations serving as bus transit nodes), 1 (line that con
nects the center of the city, both train stations, the northern business 
area, and the southern residential district of Vallecas), and 10 (line that 
crosses the metropolitan area in longitudinal direction) are the most 
commented lines (Fig. 2). 

The most commented metro stations in the sample correspond with 
the most used stations according to official data: stations located in the 
Madrid city center or stations from line 6 where different metro lines 
connect with the central stations, and other transport services like buses. 
Other major stations are located in peripheral key zones (stations con
necting with Madrid airport and the two city train stations), or are 
stations that serve as transit points with the metro network in peripheral 
municipalities (Fig. 3). 

By comparing the results obtained with the number of metro trav
elers in 2019 according to official data sources, coefficient R2 score 0.81, 
showcasing Twitter distribution is close to a real-life situation. This 

Table 4 
Variables used in OLS and GWR modelling.  

Variable Type Source 

Twitter users with negative 
sentiment scores 

Dependent Twitter 

Shares of Twitter users 
complaining about 
punctuality (%) 

Dependent Twitter 

Shares of Twitter users 
complaining about comfort 
(%) 

Dependent Twitter 

Shares of Twitter users 
complaining about 
overcrowding (%) 

Dependent Twitter 

Shares of Twitter users 
complaining about 
breakdowns (%) 

Dependent Twitter 

Density of residents of 
working age (per km2) 

Exploratory 2019 INE Census 

Average income of residential 
workers aged 18− 55 
(€/year) 

Exploratory 2015 Madrid Hall Urban Audit, 
2016 Madrid Community Statistics 
Institute 

Density of POI (POI/km2) Exploratory 2019 OpenStreetsMap 
Shares of intermodal transit 

stations (%) 
Exploratory Madrid Transport Consortium 

Source: Own elaboration. 
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coefficient rises to 0.92 if we add the Twitter users by metro lines, 
indicating a better accuracy. There are some stations showing over
representation of Twitter complaining travelers, especially stations from 
line 10 or located in the central area. Two stations (Pacífico in lines 1 
and 6, and Bilbao in lines 1 and 4) stand out as the most overrepresented 

stations in the sample. Meanwhile, stations belonging to metro line 4 
and from peripheral southern districts (line 3) and other municipalities 
(mainly from line 12) are under-represented (Fig. 4). 

There is a constant percentage of users during workdays, except on 
Fridays, the day with the most users in the week. This situation contrasts 

Fig. 2. Number of Twitter users per metro lines by sentiment score. 
Source: Own elaboration. 

Fig. 3. Distribution of Twitter users with a negative sentiment score in the Madrid metro network. 
Source: Own elaboration. 
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with weekends, where the number of Twitter users is low compared with 
workdays. The main reason may lie in travel motive, since according to 
official data, most users travel to work. Previous investigations cited in 
literature review (El-Diraby et al., 2019; Zhang & Feick, 2016) have also 
recollected weekdays as the most prominent days with Twitter activity. 

From analyzing the percentage of users by hour, two peak moments 
can be observed: a major peak in the early morning (8 AM) where people 
travel to work or study, and a minor peak in the early afternoon (3 PM), 
where people travel back home. This observation is in line with previous 

studies (e.g. El-Diraby et al., 2019). In contrast, midday registers a low 
use of the metro system, since people are already working or studying, so 
mobility in the metropolitan area decreases. There is also a continuous, 
decrease in activity of metro users in the afternoon, which extends into 
the night, parallel to the decreasing service (Fig. 5). This temporal 
profile contrasts with the temporal distribution of Twitter users in 
Madrid not related with transport, which can be downloaded without 
any transport account filtering. Twitter users generally present little 
activity in the morning and tend to tweet at night, contrary to 

Fig. 4. Relationship between the number of Twitter users with a negative sentiment score and the number of travelers according to Madrid Transport Consortium 
official data from 2018. 
Source: Own elaboration. 

Fig. 5. Percentage of Twitter users with a negative sentiment score in Madrid metro by day and hour. 
Source: Own elaboration. 
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morning-active metro Twitter users. This pattern was also observed in 
Salt Lake City (Haghighi et al., 2018). 

5.2. Distribution of topics in space and time 

Punctuality is the issue with the biggest number of total Twitter 
users. This finding is consistent with results from previous papers (Casas 
& Delmelle, 2017; Hosseini et al., 2018) that showed Twitter users tend 
to complain about punctuality and facility problems. While over
crowding has the smallest number of users, it presents the biggest per
centage of users with a negative score over the total. On the contrary, 
comfort is the most positive topic commented on by Twitter users 
(Table 5). 

Fig. 6 shows the distribution of the main topics with negative scores 
in each metro station. Some patterns can be recognized. Breakdowns are 
the most reported topic in every station of the lower half of line 1 or in 
the eastern part of the line 12 circle, while stations on line 9 are affected 
by punctuality problems. Punctuality and breakdowns are the most 
distributed topics in the network, with more visibility of punctuality in 
central area stations, and more breakdown issues in the periphery. 
Comfort issues also stand out in the central area. 

The most used metro lines (lines 1, 6, and 10) are the ones with the 
most negative reports. However, problems can be different for each line. 
Punctuality is a major issue in almost all metro lines (and the most re
ported problem in the most used metro lines), but it is most visible in 
lines 9 and 12. Comfort is an issue in long lines with many stations (lines 
1, 5, 6), but it is mainly apparent in line 8 (shortest line of the network, 
specifically designed to connect with the airport). Lines that reach the 
city periphery (lines 2, 4, 7, 11) have breakdowns as one of their main 
worries. Overcrowding stands out in lines with most stations that con
nect with other metro lines (lines 6, 10), but also in line 8 (Fig. 7). 

During the day, all four issues have maximum negative scores during 
the two peak mobility times (early morning and early afternoon). 
Punctuality is once again the main issue during almost the whole day, 
being clearly visible in these two peak points. A larger amount of 
negative sentiment users can be seen in the early morning peak, pre
senting a larger relative difference with regard to other issues in that 
moment. The temporal profile of overcrowding is similar to the punc
tuality profile, but shows a similar number of users in both peak times 
(as a consequence, the relative difference with regard to punctuality is 
smaller in the early afternoon). While being the main issue in evening 
hours, users complaining about breakdown issues are also more active in 
the morning, similar to comfort, despite being also prominent at midday 
and in the evening (Fig. 8). 

5.3. Geographic weighted regression 

Analyzing the statistics of the GWR model applied on the density of 
users with negative score tweets; R2 shows high scores in the general 
model. AICc and sigma values are low, showing the validity of the model 
(Table 6). High absolute values of residuals are located mainly in the 
central Madrid districts. Local R2 indicates a very good accuracy of the 
model (Fig. 9). 

The population density variable positively influences the number of 
complaining Twitter users in the northern units of the city of Madrid 

(work areas with low population density), while it has little effect on the 
southern units (residential areas with a high population density). At the 
same time, there is little impact of this variable in central areas since 
there the main users of the metro are tourists. Income has no negative 
coefficients, meaning that it only has a positive influence on the number 
of complaining users. The biggest power in this variable lies in the 
southern units, residential areas inhabited by mid-level income workers. 
These results can also demonstrate that high-level income citizens tend 
to travel to work by car. 

POI density is the variable that influences the model the most. This 
result matches previous variables (points of interest are related with 
points located in the travel destination areas, and the results in the 
population density variable show that Twitter users tend to send mes
sages while traveling to work areas). It has high explanatory power in 
almost the entire study area (especially in the central units, the areas 
with the highest number of infrastructures and services in the study 
area). However, this variable has negative values in eastern units (pe
ripheral residential areas with less population and metro service than 
southern areas). Transfer to non-metro station coefficients is negative in 
southern zones while having a high positive influence in northern zones. 
This can be interpreted as Twitter users tending to travel by bus or train 
to northern work zones, and then transfering from the central or 
northern stations to metro transport to complete their trips. Meanwhile, 
metro users don’t usually travel in southern areas (Fig. 10). 

The GWR analysis by topics shows slightly lower R2 values than the 
first model. Distribution of Twitter users complaining about punctuality 
is mainly related with income in the southern units (where the model 
presents the highest local R2 values), and transfer to non-metro stations 
in the northern areas, showcasing that Twitter users living in the pe
riphery tend to have punctuality problems when transferring to metro 
services. For overcrowding complaints, transfer to non-metro stations 
also has high explanatory power in the northern areas (with high local 
R2 scores), indicating that punctuality problems related with transport 
transfers also cause overcrowding. The other standing variable is pop
ulation density in the southeastern zones. That variable also presents 
high explanatory value in the models that analyze distribution of 
breakdowns with complaining users in the same residential municipal
ities hinting that breakdowns in these areas trigger overcrowding 
problems for residents who travel to work. Breakdowns have high local 
R2 values in the central and western areas of the city, where POI density 
is the variable with the highest coefficients. That can mean breakdowns 
are reported quickly not only by workers but also other groups like 
tourists attracted by frequent POIs. For users elaborating on comfort 
problems (with highest R2 values in the central areas), the main variable 
that affects the model is population density, which extends to the entire 
central and southern part of the study area. Income also strongly affects 
the southern units. As a result, it can be interpreted that Twitter users 
suffer comfort issues during long trips from the peripheral zone to the 
central or northern work areas. Fig. 11 shows two examples of coeffi
cient distribution by variable and topic. 

6. Conclusions 

In recent years, rapid urban growth has increased the use of public 
transport, leading to an unsustainable situation where traditional source 
data is not enough to understand citizens necessities. In this paradigm, 
the rise in Big Data sources allows us to obtain large volumes of updated 
data that can be used to model sustainable public transport scenarios. 
Twitter stands out for its capacity to provide meaningful information 
about public transport users perceptions, opinions and sentiments over 
several potential issues. 

In this article, we worked with non-geotagged Twitter data that in
cludes direct replies to the Madrid metro system account. While previ
ous articles focused on sentiment analysis and didn’t work properly on 
the spatial dimension, this paper has mapped the distribution of metro 
users and problems detected in the study area. Also, this investigation 

Table 5 
Number of Twitter users per topic.  

Topic Number of 
users 

Number of users with 
negative scores 

% users with 
negative scores 

punctuality 1016 859 84.54 % 
comfort 729 555 76.13 % 
breakdowns 809 666 82.32 % 
overcrowding 372 345 92.74 % 

Source: Own elaboration. 
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has searched for the factors behind Twitter complaints in the metro 
network. For that, a GWR model was employed to analyze the causality 
of the spatial distribution of Twitter users with negative sentiments. 

Using non-geotagged tweets, it was possible to obtain a larger 
number of tweets with less noise than using solely geotagged data (since 

geotagged tweets represent 1% of the sample, it is difficult to obtain a 
large number of tweets in a short time, and these tweets tend be mixed 
with non-related messages that create noise). However, geolocating the 
messages in the study area is essential to be able to perform a spatial 
analysis, so we geocoded the data by finding the name of stations on a 

Fig. 6. Main topic with a negative score in Madrid metro stations. 
Source: Own elaboration. 

Fig. 7. Percentage of Twitter users with a negative sentiment score by topic and line. 
Source: Own elaboration. 
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metro line in the tweet text. Only 12.5 % of the sample data was able to 
be geocoded, but it still provided us with a significantly larger number of 
useful tweets with less noise than if we had used GPS geotagged tweets. 
To extract opinions and sentiments from Twitter users, texts needed to 
be pre-processed and cleaned. After that, this paper partially followed 
the methodology employed by (Saura & Bennett, 2019) to cluster tweets 
in topics and score sentiments. It was more efficient than selecting 
appropriate topics from literature such as public transport quality 

guidelines (Casas & Delmelle, 2017), local media (Zhang & Feick, 2016) 
or word clouds (Collins et al., 2013). 

Some exploratory results are similar to previous investigations: an 
important amount of negative score tweets, written mainly on week
days. In this study case, we found the metro stations with the most users 
who reported issues in a negative sentiment are located in the center of 
the city or in the circular line 6 that surrounds the central area. Punc
tuality is the main issue for Madrid Metro users, while comfort problems 

Fig. 8. Number of Twitter users with a negative sentiment score by topic and hour. 
Source: Own elaboration. 

Table 6 
GWR optimized model statistics.  

Spatial weights Variables R2 Adjusted R2 AICc Sigma Residual sum of squares 

12 neighbors 4 0.976 0.909 184.613 3.930 77.872 

Source: Own elaboration. 

Fig. 9. GWR Residuals and local R2 values in Madrid Metropolitan Area. 
Source: Own elaboration. 
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are mainly reported in the central area and breakdowns happen more 
frequently in the periphery. Two peak moments during the day were 
observed, which coincide with the time when citizens travel from home 
to work and vice versa which is consistent with the results from previous 
studies (e.g. El-Diraby et al., 2019). While punctuality is the main issue 
for users in peak hours, overcrowding mainly during the short afternoon 
peak, and percentage of users complaining about breakdown of services 
except during the morning peak is relatively high during the evening 
especially in the 15–20 PM range. Such findings may be directly used by 
transport agencies to improve the service in the given time slot. 

The main research contribution of this investigation has been the 
spatial mapping of exploratory variables to explain the reasons behind 
the distribution of problems in a Metro network. Instead of analyzing 
tweeting frequency, we focus on complaining users which should 
decrease a bias of repeated activity as well as better correspond to 
investigated environmental factors. The most influential factor is POI 
density, associated with facilities and services located in travel desti
nations (except in eastern zones, where other factors prevail). Popula
tion density shows a stronger influence in northern work areas. 
Punctuality, the most frequent topic, is related to income level in 

southern parts, and the density of intermodal transit stations in the 
northern part. These results also allow us to visualize the profile of 
traveling Twitter users: mid-income workers, who live mainly in the 
south of the study area, and tend to travel to work areas mainly located 
in the north of Madrid (these users travel directly by metro or they use 
other transport systems and then they transfer to the metro in central or 
north units). 

These findings bring a new view of public transport problems and 
enable fast and targeted responses. The updated regression modelling of 
Twitter users may help transport agencies to better understand the 
emotions, expectations and requirements of Metro travelers. The re
lationships between factors and frequencies of Twitter topics enable 
better predictions of changes in volume and emotions of the social media 
feed due to future changes in urbanization and transport networks. This 
is essential for appropriate assessment of temporal trends in Twitter 
activity and customer evaluation. An example may be the ability to 
decide if the observed local increasing density of negative sentiment 
(increased volume negative of tweets without a corresponding increase 
in the volume of passengers) is really caused by higher dissatisfaction of 
travelers or driven by changes in urban factors such as an increase in 

Fig. 10. GWR variables coefficient distribution in Madrid Metropolitan Area. 
Source: Own elaboration. 
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population density, changes in personal income, etc. 
Nevertheless, some problems were detected during the investigation. 

Firstly, while the employed data sample is larger and less noisy than 
geotagged data, accuracy is lower, and there is a loss of data with no 
information for geocoding, while all geotagged tweets are useful for 
spatial visualization. Another problem lies in the accuracy of text- 
mining techniques to extract topics and sentiments from texts. While 
techniques like geocoding, the LDA model or sentiment extraction al
gorithms are useful to extract data, they are difficult to implement for 
the personal decontextualized and specific nature of tweet texts (short 
messages that usually use abbreviations and emoticons), so comple
mentary methods like abbreviation dictionaries are needed for further 
improvement. Current sentiment analyses also do not utilize a flow of 
tweets (re-tweeting). Processing of especially non-English texts is still 
less satisfactory namely when statements contain irony or sarcasm. 
Other limitations are data bias (predominant Twitter use by 20− 39- 
year-old users), unknown social profiles of users, and lack of sample 
representativeness. Working with the text of the tweets also entails 
having problems with privacy data so, to minimize the problem, tweets 
have been added by metro station or line, or municipality. 

Some of the detected problems can be improved by increasing the 
size of the samples, for example increasing the temporal period of the 
sample. Future lines of investigation include comparative analysis of the 
public metro network with other public transport services like buses or 
metropolitan trains, the combined used of non-geotagged data and GPS 
geotagged data to improve accuracy, or the use of a longer timeframe to 
explore annual patterns and problems detected in exceptional situations 
or events, how these events are differently reflected in different urban 
areas, variable spatio-temporal tweeting patterns for visitors and resi
dents or advanced social typology of users accounts (Casas & Delmelle, 
2017). 
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