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ABSTRACT

Gaia Data Release 3 provides novel ux-calibrated low-resolution spectrophotometry for '220 million sources in the wavelength range
330 nm≤ λ≤ 1050 nm (XP spectra). Synthetic photometry directly tied to a ux in physical units can be obtained from these spectra for any
passband fully enclosed in this wavelength range. We describe how synthetic photometry can be obtained from XP spectra, illustrating the perfor-
mance that can be achieved under a range of dierent conditions – for example passband width and wavelength range – as well as the limits and
the problems aecting it. Existing top-quality photometry can be reproduced within a few per cent over a wide range of magnitudes and colour,
for wide and medium bands, and with up to millimag accuracy when synthetic photometry is standardised with respect to these external sources.
Some examples of potential scientic application are presented, including the detection of multiple populations in globular clusters, the estimation
of metallicity extended to the very metal-poor regime, and the classication of white dwarfs. A catalogue providing standardised photometry for
'2.2×108 sources in several wide bands of widely used photometric systems is provided (Gaia Synthetic Photometry Catalogue; GSPC) as well as
a catalogue of '105 white dwarfs with DA/non-DA classication obtained with a Random Forest algorithm (Gaia Synthetic Photometry Catalogue
for White Dwarfs; GSPC-WD).

Key words. catalogs – surveys – techniques: photometric – techniques: spectroscopic – stars: general – Galaxy: general

1. Introduction

Photometry, together with astrometry, are probably the most
ancient and fundamental techniques upon which our knowledge
of the Universe and of astrophysical phenomena relies, and can
be traced back to the ancient Greeks (see e.g. Sterken et al. 2011,
for a short historical introduction and references; SMY11 here-
after). Photometry consists in sampling the spectra of astronom-
ical sources by measuring their incoming ux passing through a
transmission curve (TC) that allows the user to detect only the
light within a dened wavelength range (spectral window). For a
pure black-body spectrum, photometricmeasurements in two dif-
ferent spectral windows are sucient to estimate the derivative of
the black-body curve, unequivocally establishing its temperature.
As the spectra of stars and other kinds of celestial sources deviate
from black body, more than two spectral windows must be sam-
pled to properly infer the most relevant astrophysical properties
and/or to obtain an adequate classication (Young 1992a).

The earliest TC used for photometry was the sensitivity curve
of the human eye, the details of which depend on the physiology

† Deceased.

of the observer. Today, actual TCs, which in the following we
also refer to as passbands, are dened by the combination of the
TC of an optical lter – which is designed to select the desired
spectral window –, the sensitivity curve of a photon-counting
detector (typically a CCD for observations in the optical spectral
range), and the TC of the optical elements that collect the light
from a source and properly convey it to the detector (telescope
and camera), plus a contribution from the terrestrial atmosphere
if observations are performed on the Earth’s surface.

A photometric system is dened by a set of passbands and a
set of standard stars observed in these passbands with an instru-
mental setup and a data-reduction procedure that is as controlled
and homogeneous as possible (Bessell 2005; Sterken et al.
2011). The magnitude and colour dierences between the stan-
dard stars dene a relative photometric scale.

Following SMY11, a ‘closed’ photometric system is estab-
lished by taking all the relevant measurements with the same
observing site and instrumental setup (or the best possible
approximation of this condition; these latter authors report the
Walraven (Pel & Lub 2007) and the Geneva (Rufener 1971) sys-
tems as examples of closed systems). This approach should
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maximise the homogeneity and consequently the precision of the
measurements gathered. On the other hand, we refer to ‘open’
systems as those with a sucient number of standard stars dis-
tributed over the sky to allow broad accessibility, such that any
observer can attempt to obtain photometry in that scale using
their own instrumental setup, chosen to match the original one as
closely as possible. This, in principle, allows a general use of the
system and fruitful comparison between observations obtained at
dierent places and in dierent epochs1. However, as the exact
reproduction of the original observing conditions – in particular
of the actual TCs – is virtually impossible to achieve, colour-
dependent transformations are required to convert instrumen-
tal magnitudes into the desired scale. Transformations require
repeated observations of standard stars during an observing run,
and, in general, they are prone to subtle but sizable system-
atic errors (Young 1992a; SMY11). In general, a transformation
should imply non-linear colour terms that may be hard to con-
strain and that are often neglected (see Young 1992a,b, 1994a,
and references therein). In any case, ground-based photomet-
ric measures must be corrected for time- and (slightly) colour-
dependent atmospheric extinction, a complex process in itself
that may signicantly contribute to the systematic error budget.

Finally, to convert magnitudes into physical uxes, spec-
trophotometry is required, which comes in the form of syn-
thetic photometry through the system TCs on the ux-calibrated
spectrum of (at least) one standard star (see, e.g. Fukugita et al.
1996). According to Landolt (2011), spectrophotometry is the
only kind of photometry that can be considered absolute, as it is
directly linked to uxes in physical units2.

The synthetic description, the set of denitions, and the
nomenclature above, as well as many general concepts that are
used throughout this paper, are largely based on the reviews
collected in Milone & Sterken (2011), in particular SMY11,
Landolt (2011), but also in Bessell (2005), Sirianni et al. (2005),
Sterken (2007a,b), Young (1992a,b, 1994a), and Manfroid
(1992). We refer the interested reader to these papers and the
references therein, as well as to Magnier et al. (2020a) and
Thanjavur et al. (2021), for two examples of very recent, state-
of-the-art applications to wide-area surveys.

Here we limit our discussion to photometry in the opti-
cal wavelength range, that is approximately between 300 nm
and 1100 nm. In this context, it is worth reiterating the deni-
tion of photometric precision and accuracy provided by (Young
1994b, as reported by SMY11), as a reference: precision refers
to the repeatability of a measurement, while accuracy means the
absence of error, as measured against some external reference,
such as a set of standard stars. The typical precision and accu-
racy of ground-based photometry in the past century is of the
order of &1% (Stubbs & Tonry 2006). Such a limit is sucient
for many applications but is somewhat lacking when compared
with other physical quantities that are known with an accuracy
of better than one part in a million (Young 1992a).

A signicant step forward in the precision of ground-based
photometry was obtained by modern digital panoramic surveys,
such as the Sloan Digital Sky Survey (SDSS, York et al. 2000)

1 We can also refer to an open system as a standard system, as it oers
the opportunity to standardise a given magnitude scale, transforming
instrumental magnitudes into magnitudes in the desired open system.
2 Transformation of instrumental magnitudes into a standard system is
often referred to as absolute photometric calibration. This is not com-
pletely unjustied as, in principle, it is a process transforming magni-
tudes in an arbitrary scale into magnitudes in a standard system that in
turn can be (and in most cases is) tied to physical uxes by spectropho-
tometry of some of its standard stars.

or Pan-STARRS1 (PS1, Chambers et al. 2016). The acquisition
of multi-colour photometry for many millions of stars over huge
areas of the sky, with strictly the same setup and innovative tech-
niques of photometric calibration, has allowed for the rst time
to achieve precision of <0.01mag on an industrial scale. This
achievement converted the de facto closed systems associated to
these surveys into open systems, providing abundant standard
stars with which to transform suitable observations taken out-
side the survey into the standard system that they dene (see
Huang & Yuan 2022, for a synthetic review and references on
modern surveys and calibration techniques).

However, it is widely recognised (see e.g. Huang et al.
2021; Magnier et al. 2020a) that the all-sky, space-based, three-
band photometry provided by the ESA space mission Gaia
(Gaia Collaboration 2016) presents high-quality photometric
measurements with photometric precision rivaling the best avail-
able, especially for wide sky coverage. In its Early Data
Release 3 (EDR3) realisation (Riello et al. 2021), it eectively
reaches submillimag precision in the range 10.0 ≤ G ≤
17.0mag. Indeed, this exquisite degree of internal homogeneity
has been used to signicantly reduce residual systematic errors
in the best set of SDSS standard stars (see e.g. Thanjavur et al.
2021; Huang & Yuan 2022).

The new Gaia Data Release 3 (Gaia DR3;
Gaia Collaboration 2023a) provides – for the rst time –
internally (Carrasco et al. 2021; De Angeli et al. 2023) and
externally calibrated (i.e. ux and wavelength calibrated;
Montegrio et al. 2023) very low resolution (λ/∆λ ' 25−100)
spectra from the BP and RP spectrophotometers for about
220 million sources, mostly with G < 17.65mag (see
Fouesneau et al. 2023; De Angeli et al. 2023, for a complete list
of sources with released BP/RP spectra). These spectra were
used to infer astrophysical parameters, which are also released
as part of Gaia DR3 (Creevey et al. 2023; Fouesneau et al.
2023; Andrae et al. 2023).

Another interesting product that can be obtained from exter-
nally calibrated3 (EC) BP and RP (hereafter XP, for brevity)
spectra is synthetic photometry. In principle, synthetic photome-
try can be obtained from EC XP spectra in any photometric sys-
tem and for any passband enclosed in the spectral range covered
by XP spectra (330−1050 nm) and whose characteristic width is
larger than the line spread function (LSF) of XP spectra at the
relevant wavelength4. In principle and in perspective, this may
constitute a true revolution in optical photometry.

For the passbands of a given photometric system fullling
the above conditions, we can get all-sky space-based photom-
etry for all the sources for which XP spectra are available, in
terms of magnitudes and ux in physical units. This is limited
to '220million sources in Gaia DR3 but will amount to the
entire Gaia data set in future releases (∼2 billion sources down
to G ' 20.5mag). The relative ux scale relies on the preci-
sion of the EC XP spectra, while the absolute ux scale is based
on the Gaia grid of SpectroPhotometric Standard Stars (SPSS,
Pancino et al. 2021, and references therein).

3 Meaning, in this context, “ux-calibrated using spectrophotometric
data external to the direct data product of the Gaia satellite”, namely
the Spectro Photometric Standard Stars by Pancino et al. (2021), see
Montegrio et al. (2023)
4 Parametrised here as the ratio R f between the full width at half
maximum (FWHM) of the passband and of the XP Line Spread Func-
tion. It is useful to anticipate here the (conservative) criterion found in
Appendix B: ux-conserving SP from XP spectra in a given photomet-
ric band can be achieved (also in presence of a strong spectral feature)
if R f ≥ 1.4. See Appendix B for additional details and discussion.
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Therefore, in principle, synthetic photometry from XP spec-
tra (XP Synthetic Photometry, XPSP, hereafter) can supply abso-
lute optical photometry for hundreds of millions of stars in any
suitable system over the entire sky, thus for example transform-
ing any closed system into an open system (albeit limited by the
exact knowledge of the TCs). This in turn can provide, among
the various possibilities: (a) the basis for the validation and/or
re-calibration of existing photometric surveys; (b) the basis for
validation and/or calibration of future photometric surveys from
the ground or from space; and (c) the opportunity to experiment
with the performance of a photometric system on a huge data
set of real data on real sources before its actual realisation. As
we show in the following, the potentiality of the method and
of the product have not yet been fully realised because of sys-
tematic errors depending on spectral type that still aect EC XP
spectra. The present contribution should be considered as one
step in a process that is designed to maximise our exploitation
of Gaia spectrophotometric data and will be continued in future
data releases.

This paper is intended to illustrate how to get synthetic pho-
tometry from Gaia DR3 data. We showcase the performance of
the synthetic photometry that can be currently obtained from XP
spectra and outline its limitations. We also show a few exam-
ples of possible applications, and provide a few general-use pho-
tometric catalogues from XPSP, which are publicly accessible
through the Gaia mission archive or other public repositories.

An obvious internal application made possible by XPSP
is to provide additional means for validation of the EC XP
spectra by comparison with huge external sets of high-quality
photometry (SDSS, PS1, etc., see below and Montegrio et al.
2023). For example, Montegrio et al. (2023) demonstrated that
Hp, BT, and VT Hipparcos photometry (van Leeuwen et al.
1997), which is considered a benchmark of precision (Bessell
2005), is reproduced by XPSP with typical accuracy of better
than 2.5millimag over the entire sky (see their Fig. 44). Sim-
ilarly, we can provide some cross-validation with the results
of DPAC/CU85 (Creevey et al. 2023; Fouesneau et al. 2023), by
treating the same observational material in a completely dierent
way.

The paper is organised as follows. In Sect. 2 we illustrate
our formalism, starting from the representation of XP spec-
tra in the Gaia context (De Angeli et al. 2023). We also intro-
duce the concept of standardisation within the XPSP context. In
Sect. 3 we show the performance of XPSP for widely used wide-
band photometric systems, including the eects of standardisa-
tion. We deal separately with TCs including the spectral range
λ ≤ 400 nm, as this is particularly critical for XP spectra and
requires special treatment. In Sect. 4 we show some examples
of XPSP using medium-width and narrow passbands, includ-
ing emission line photometry. We also illustrate the case of a
photometric system brought into life for the rst time by means
of XPSP, the Gaia C1 system (Jordi et al. 2006). In Sect. 5 we
present some example of performance verication in a scientic
context and in Sect. 6 we illustrate the XPSP products oered
to the general user in Gaia DR3, namely tools to get XPSP in
the preferred system of the user and value-added catalogues.
In Sect. 7 some caveats and recommendations for best use are
reported. Finally, in Sect. 8 we summarise our results and dis-

5 The Data Processing and Analysis Consortium (DPAC) is the con-
sortium responsible of the processing of data from the Gaia mission
(Gaia Collaboration 2016). It is structured in Coordination Units (CUs),
each dealing with a specic subsystem of the processing system. The
core mission of CU8 is to provide astrophysical parameters (AP) of the
sources in the Gaia catalogue.

cuss perspectives and developments of XPSP for future Gaia
data releases. For increased readability, we collect some gures,
tables, and discussions relevant to the quantitative understanding
of the performance of XPSP and for its actual use and provide
these in a series of appendices at the end of the paper. A list of
the principalGaia-related acronyms used throughout the paper is
presented in Table I.1. Finally, as synthetic photometry can only
be obtained from externally calibrated spectra, in the following
we often drop the EC label for brevity, referring to the EC XP
spectra used to get synthetic magnitudes simply as XP spectra.

2. Methods

Synthetic photometry is based on the computation of a properly
normalised mean ux (as dened in Bessell & Murphy 2012)
obtained by integrating the product of a transmission curve S (λ)
and a spectral energy distribution (SED) over a given wavelength
or frequency interval (depending on the photometric system
denition). Following Bessell & Murphy (2012), for the photo-
metric systems considered in this work, the mean ux can be
expressed as

〈 fλ〉 =

∫

fλ(λ) S (λ) λ dλ
∫

S (λ) λ dλ
(1)

in VEGAMAG and Johnson-Kron-Cousins systems, and

〈 fν〉 =

∫

fλ(λ) S (λ) λ dλ
∫

S (λ) (c/λ) dλ
(2)

in the AB system (see Fukugita et al. 1996; Bessell 2005;
Sirianni et al. 2005, and references therein).

In this work we express wavelengths λ in units of nanome-
tres (nm), energy ux per wavelength units fλ in units of
Wm−2 nm−1, and energy ux per frequency units fν in units
of Wm−2 Hz−1. S (λ) designs a photonic response curve (i.e. it
includes the quantum eciency curve of the CCD).

The synthetic ux can be converted into a magnitude by

mag = −2.5 log〈 fλ|ν〉 + ZP, (3)

where the zero point (ZP) in VEGAMAG is computed with
respect to a reference SED:

ZP = +2.5 log〈 fλref〉 + V, (4)

and in the AB case is

ZP = −56.10. (5)

VEGAMAG and Johnson-Kron-Cousins only dier in the
choice of the reference SED: in the rst case, we adopt the same
reference as Riello et al. (2021), that is, an unreddened A0V star
with V = 0.0, while in the other case we assume the Alpha Lyrae
SED provided by Bohlin (2014) and V = 0.03mag as reference.

In this context, Gaia EC XP spectra are no exception, and
synthetic uxes and magnitudes can be derived as described
above. However, in the Gaia Archive, the XP spectra are stored
as the projection on a set of basis functions, that is, as coecients
and corresponding covariance matrix. The SEDs (BP and RP
separately) can then be reconstructed by linear combination of
the bases, given the coecients, as described in De Angeli et al.
(2023) and Montegrio et al. (2023):

fXPλ (λ) =
N
∑

i=1

bXPi φXPi (λ). (6)
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The two partially overlapping SEDs can be combined into a sin-
gle distribution by computing a weighted mean with the weight
for BP and RP given by:

wBP(λ) =



















1 if λ < λlo

1 − λ−λlo
λhi−λlo if λlo < λ < λhi

0 if λ > λhi,

(7)

wRP(λ) = 1 − wBP(λ), (8)

where [λlo, λhi] is the overlapping region (see Montegrio et al.
2023, for further details). Combining Eq. (1) with Eq. (6), we
obtain a very ecient algorithm to compute synthetic uxes in a
VEGAMAG system by means of the quantities:

sXPi =

∫

wXP(λ) φXPi (λ) S (λ) λ dλ
∫

S (λ) λ dλ
, (9)

so that the mean synthetic ux of the source is simply given by

〈 fλ〉 =
N
∑

i=1

bBPi sRPi +

N
∑

i=1

bRPi sRPi . (10)

The computation of Eq. (9) coecients for an AB system is
straightforward. In practice, a photometric system containing K
passbands is reduced to a set of TC bases composed of two K×N
matrices SBP and S

RP; given a Gaia source with spectral coef-
fcients bBP and bRP, and covariances Kbb

BP and Kbb
BP, the K

synthetic uxes f in the photometric system are readily given by

f = S
BP · bBP + S

RP · bRP. (11)

A covariance matrix can be computed for uxes f as:

K = S
BP · Kbb

BP · SBP
T
+ S

RP · Kbb
RP · SRP

T
. (12)

The nominal uncertainties on f uxes are given by the square
root of diagonal elements of K . In practice, for issues related
to the uncertainties in the XP spectra (De Angeli et al. 2023;
Montegrio et al. 2023), these can be signicantly underesti-
mated. In Sect. 2.1 we derive empirical corrections to properly
trace the uncertainty in synthetic uxes and magnitudes. We
computed the lter bases for a number of commonly used pho-
tometric systems, many of them discussed and validated below.
XPSP in these and other systems can be obtained from the Gaia
Archive as described in Sect. 6.1.

2.1. Empirical estimate of errors

In order to validate the uncertainty estimates for the passband
uxes, as derived from XPSP, we took a sample of 43 653 ran-
domly selected sources covering a suitable range of colour and
magnitude, and for each source we randomly split its epoch
observations into two groups (hereafter ‘BP/RP split-epoch vali-
dation dataset’; for further details see De Angeli et al. 2023). We
then compute two separate mean BP and RP spectra and their
resulting synthetic uxes for every pair. This procedure results
in two statistically independent measurements for each source,
which should be consistent within their respective uncertainty
estimates. We emphasise that the randomised grouping of epoch
observations is essential because it prevents any potential intrin-
sic time variability of a source from compromising the uncer-
tainty validation.

As expected, this test revealed that the nominal uncertainty
estimates of the synthetic uxes are systematically underesti-
mated for most photometric systems (see De Angeli et al. 2023,

Fig. 1. Illustration of underestimated uncertainties for the standard-
ised SDSS system. We summarise the underestimation as half the dif-
ference between the 84th and the 16th percentiles of ux dierences
(normalised by their combined nominal uncertainties) of randomly split
sources falling into this apparent G magnitude bin. If uncertainties are
correctly estimated, this quantity should be 1, as indicated by the hori-
zontal dashed line. Top panel: nominal uncertainties. Bottom panel: cal-
ibrated uncertainties (we highlight the very dierent y-axis range).

Fig. 2. Systematic underestimation of nominal uncertainties for syn-
thetic uxes as function of FWHM of each band in all photometric sys-
tems considered in this paper.

for a discussion on the underestimation of errors in the under-
lying XP spectra). In such cases, the distributions of ux dif-
ferences within a pair of randomly split sources normalised by
their combined uncertainties would be substantially broader than
a unit Gaussian. In particular, we notice that this underestima-
tion of uncertainties appears to depend on the apparent G mag-
nitude of a source. We illustrate this for the example of the
standardised SDSS system (see Sect. 3.1) in the top panel of
Fig. 1. Here, we clearly see that the distribution of normalised
ux dierences in the randomly split sources is broader than a
unit Gaussian, because half the dierence between the 84th and
16th percentiles is larger than 1. We also see that this underes-
timation of uncertainties has a dierent eect from one pass-
band to another; the underestimation appears to be stronger for
broader synthetic bands, as is evident from Fig. 2, yet we did not
observe any dependence on the wavelength of the band.

In order to calibrate the uncertainty estimates for the
synthetic uxes, for each band in every photometric system
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considered in this paper we tabulate the factors by which the dis-
tributions of normalised dierences are too high, as a function of
apparent G magnitude (see top panel of Fig. 1). The calibrated
uncertainties are then obtained by inating the nominal uncer-
tainties for every source according to the tabulated factors by
which they are found to be too small. Again, this is illustrated in
the bottom panel of Fig. 1 for the example of the standardised
SDSS system. Evidently, the calibrated uncertainties now fully
account for the ux dierences in the pairs of randomly split
sources.

We note that the Python software tool to deal with XP
spectra, GaiaXPy (Sect. 6.1 and De Angeli et al. 2023), pro-
vides by default the nominal uncertainties for the synthetic
uxes, which are underestimated. However, it can option-
ally compute the calibrated uncertainties instead (by setting
error_correction=True), for all the sets of passbands cur-
rently included in the GaiaXPy repository. Please refer to the
GaiaXPy documentation (link included in Sect. 6.1) for instruc-
tions and for a full list of the systems for which this is available.

2.2. Standardisation

Externally calibrated XP spectra are known to suer
from systematic errors attributable to various factors (see
Montegrio et al. 2023). These issues manifest as systematic
dierences between XPSP magnitudes and the corresponding
magnitudes of top-quality external sources that are taken as
reference for a given photometric system (e.g. sets of primary
and/or secondary standard stars). In general, for wide-band
XPSP, these eects amount ZP dierences within a few hun-
dredths of a magnitude and/or to trends as a function of colour
with a maximum amplitude of a few hundredths of a magnitude
over wide colour ranges (with the exception of ultraviolet
(UV) bands, λ < 400 nm, which are discussed separately in
Sect. 2.2.2; see Appendix G; see also Montegrio et al. 2023).

In future data releases, once we are able to keep these sys-
tematic errors on EC XP spectra to a minimum, XPSP will
directly serve to re-dene optical photometric systems based on
exquisitely homogeneous space-based spectrophotometry. How-
ever, in the meantime, users might be interested in reproducing
the existing photometric systems at best, with currently avail-
able XPSP. This can be achieved by a process that we call stan-
dardisation, following Bessell (2005). In our context, standard-
isation consists in (a) adopting an external photometric dataset
as the reference set of standards for a given photometric system,
such as SDSS Stripe 82 photometric standard stars (Ivezić et al.
2007; Thanjavur et al. 2021), (b) comparing the XPSP magni-
tudes for these standard stars (magsynth) with those from the ref-
erence source (magphot) as a function of magnitude and colour,
and (c) nding a correction that, when applied to XPSP magni-
tudes, minimises the dierences (∆mag = magphot − magsynth),
thus providing the best reproduction of the external system.

When dealing with pure magnitudes, that is, when the prod-
uct of the measuring apparatus is an estimate of the integrated
ux of the source through the considered TC, this kind of stan-
dardisation is typically achieved by means of polynomial trans-
formation as a function of colour. As mentioned above, these
may suer from strong systematic eects, for example because
a polynomial may not be adequate to model all the subtleties of
the relations between the two systems. This kind of problem can
be mitigated if the set of magnitudes to be transformed is from
synthetic photometry. In this case, the safest and most widely
adopted way to standardise magnitudes is to tweak the prole of
the TC adopted for synthetic photometry in order to minimise

∆mag and its trends with colour (Bessell 2005). This process is
designed to remove the small dierences between the TC of the
reference system and the one to be transformed, possibly taking
into account the eects that would require high-order terms in a
polynomial transformation6.

In our specic case, the tweaking is mainly used to minimise
the eects of the residual systematic errors of EC XP spectra on
synthetic photometry using the external standards as a kind of
second-level calibrator. As we see in Sect. 3, for wide passbands
in the range λ & 400 nm, standardisation allows us to reproduce
existing systems with typical accuracy from a few millimag to
submillimag, depending on the specic passband, over broad
ranges in colour and for the large majority of well-measured
stars with published XP spectra in Gaia DR3. In Sect. 2.2.1, we
describe the way in which we get standardisation by TC tweak-
ing, and how we deal with passbands in the range λ . 400 nm
(Sect. 2.2.2).

2.2.1. Standardisation: general method

Figure 3 shows residuals between standard and synthetic iSDSS
magnitudes obtained with the Doi et al. (2010) TCs for the SDSS
reference dataset presented in Sect. 3.1. The gure provides
an example illustrating all the eects that need to be corrected
within the standardisation process. Residuals are plotted as a
function of G magnitude (upper panel) and GBP−GRP colour
(lower panel). In both cases, the continuous red curve traces the
median (P50) of the residual distribution computed in bins of
0.4mag in width, while the dashed curves are the loci of the
15.87% (P16) and 84.13% (P84) percentiles. There is a clear
trend as a function of magnitude that is common to all pho-
tometric systems. This is interpreted as being (mainly) due to
systematic overestimation of the background, which produces
a negative oset in measured XP uxes (see De Angeli et al.
2023, for a detailed discussion). In the following, we refer to this
general magnitude-dependent trend as the ‘hockey-stick’ eect,
described and discussed in Montegrio et al. (2023)7. Indepen-
dently of the actual nature of this eect, which will be further
investigated in preparation for future Gaia data releases, we nd
that it can be eectively mitigated by applying a background-
like correction and, consequently, we adopted this approach in
the standardisation process.

The presence of additional osets in the magnitude scale
cannot be excluded, but the median of the residuals in the range
where the hockey-stick eect is minimised (G . 15.5mag) con-
strains their amplitude to <0.01mag. A selection in magnitude
(G < 17.65mag)8 has been applied to data plotted as a function
of colour in order to minimise the disturbance due to the hockey-
stick eect and to better appreciate the small colour term present
in the data (linear trend with GBP−GRP colour).

The standardisation process is composed of two phases that
can be iterated a few times. For each passband: (1) the ux oset
fbg to be added to synthetic uxes for the removal of the hockey-
stick is evaluated; and (2) the TC shape is tweaked to remove the
colour term.

6 The underlying hypothesis is that a TC should exist that removes all
the systematic dierences between the two sets of magnitudes, assum-
ing that both accurately trace the original SED of the observed sources.
7 In the context of Gaia photometry, the hockey-stick eect is men-
tioned for the rst time in Evans et al. (2018). A realisation of the same
eect we are dealing with here is shown in the top panel of Fig. 23 of
Riello et al. (2021), and is briey discussed there.
8 This is the general magnitude limit for XP spectra in Gaia DR3, see
Sect. 3.1.

A33, page 6 of 58



Gaia Collaboration: A&A 674, A33 (2023)

Fig. 3. Residuals between reference and synthetic magnitudes com-
puted through a nominal lter transmission curve (Doi et al. 2010) for
a set of standard stars plotted as a function of G magnitudes (top)
and GBP−GRP colour (bottom). The red continuous curves represent a
smoothed median line of the data, while the dashed curves trace the
16th and 84th percentile of the distribution of residuals.

To minimise the entanglement of the two eects, we per-
form process (1) on a subsample of available data by selecting
a restrictedGBP−GRP colour range (to minimise disturbance due
to the colour term) while process (2) is performed on a subsam-
ple selected in magnitude, avoiding fainter stars which are more
aected by the background issue. Finally, we evaluate a correc-
tion factor for the zero point ZPstd in order to mitigate any resid-
ual grey oset.

A standardised photometric system thus consists in a new set
of basis functions (SBP, SRP)STD computed with the tweaked TC,
an array of ux osets f bg to be added to synthetic uxes of
Eq. (11),

fSTD = f + f bg, (13)

and the array of ZP correction factors to be included in Eq. (3),

magStd = −2.5 log〈 fStd〉 + ZP + ZPSTD, (14)

where all the involved vectors have one component for each
passband of the considered system. The evaluation of the back-
ground oset can be achieved only if available standards span
a suciently wide range in magnitude (it must roughly cover
from G ' 13mag to G & 18mag). We typically select standards
with colours within '0.5mag of GBP−GRP ' 1.0mag; data are

then partitioned in magnitude bins of '0.5mag. For each bin, we
evaluate the median of the dierences,

magphot −magSTD, (15)

which are arranged in the array P50. The background correction
fbg is found as the value that minimises the cost function,

ρ =
∑

i

(P50i− < P50 >)
2 . (16)

To implement the lter-tweaking algorithm, we model the shape
of the standardised lter response by multiplying the nominal
transmission S (λ) with a linear combination of a (low) number
of basis functions Sk:

S †(λ) = S (λ) ·
∑

k

αkSk(λ). (17)

The basis functions used for the present work include mainly
Legendre polynomials and Hermite functions. An important
issue to keep in mind is that this method has an intrinsically low
sensitivity: large variations in the shape of the lter may result
in very small changes in the residuals, meaning that there is no
unique solution to the problem. When several models give com-
parable results, we arbitrarily select TCs with shapes closer to
the nominal one. The procedure for the optimisation of the model
S †(λ) is similar to that described for the correction of the hockey-
stick eect: (1)We select calibrators with aGmagnitude brighter
than a given value (depending on the specic data set); (2) we
partition data in GBP−GRP colour bins of ∼0.2mag; (3) for each
bin, we compute the median P50 and the widthσ = 0.5(P84−P16)
of the distribution of the dierence (magphot−magStd); and (4) the
model is optimised by minimising the cost function

ρ =
∑

i



P50
2
i + σ2

i



, (18)

where the σi terms have been included as they were found to
be eective in preventing odd solutions of the standardisation
process that were sometimes found to arise. In all the cases con-
sidered here, the changes of the TC shapes induced by the stan-
dardisation are small; a typical example is shown in Fig. 4.

As a nal remark, while the fbg values we derive are rep-
resentative of the conditions of the adopted reference samples,
which are typical uncrowded eld stars, we cannot guarantee
their universal validity, because we have not been able to test
their possible variation as a function of position in the sky, local
stellar density, and so on. However, in Sect. 3.5 we use a ref-
erence sample where the crowding conditions are signicantly
poorer than in the typical reference sample (as e.g. in those
described in Sects. 3.1 and 3.2), and we veried that the fbg val-
ues estimated for broadly similar passbands in the dierent cases
are similar, with typical dierences of .20%.

2.2.2. The case of UV bands

As anticipated above and discussed in detail in Montegrio et al.
(2023), the strongest colour-dependent systematic errors aect-
ing EC XP spectra occur in the spectral range λ . 400 nm, where
the TC of the BP spectrophotometer is low and highly structured,
with two very steep branches found at around 390 nm and at the
blue cut-o at '330 nm, and two local maxima at λ ' 338 nm
and '355 nm (see Fig. 5). In the following, for brevity, we refer
to passbands whose predominant part of the spectral range is
below 400 nm (and typically &300 nm) as UV bands.
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Fig. 4. Original SDSS transmission curves from Doi et al. (2010, black
dashed line) are compared to their tweaked version obtained with the
standardisation process (green continuous lines). It is important to
remember that the shape of standardised TCs is designed to correct for
the systematic errors that still aect EC XP spectra. No tweaking is
applied to the u passband, as the standardisation of u magnitudes and
uxes is performed by means of polynomial transformation. The cut at
330 nm follows the TC of the BP spectrometer.

Fig. 5. Transmission curves of all the UV bands considered in this paper
are compared with the transmission curve of the BP spectrometer. All
the curves are normalised to their maximum.

The most widely used UV bands (a) span this spectral win-
dow, with most of the throughput in the region bluer than
'375 nm, which is especially critical for XP spectra, and (b) have
a blue cut-o exceeding the blue limit of BP (Fig. 5). There-
fore, reproducing the photometry in these passbands with XPSP
is quite challenging, with factor (b) eectively preventing the
possibility of a full standardisation9.

However, as that region of the stellar spectra is especially
important and informative, we attempt a standardisation of
SDSS u and Johnson-Kron-Cousin’s (JKC, hereafter, as dened
by Landolt 1992, standard stars) U bands. In these cases we
were not able to obtain satisfactory standardisations by tweak-
ing the TCs and we used high-degree colour-dependent polyno-
mial transformations instead. Moreover, as the adopted solution
does not provide satisfactory results over the whole Gaia DR3

9 The information in the spectral range λ . 330 nm is not present
in the XP spectra and no correction can help to recover it. Hence, in
cases where signicant star-to-star dierences in that wavelength range
occur, the standardised UVsynth magnitudes cannot adequately repro-
duce UVphot ones.

sample of XP spectra, the use of standardised u/U magnitudes
is recommended only for a subset limited in signal-to-noise ratio
(S/N; see Sects. 3.3 and 6.2).

As a rst step we produced new passbands identical to
the original ones (from Doi et al. 2010 for uSDSS and from
Bessell & Murphy 2012 for UJKC) but valued 0.0 for λ <
330 nm. We then proceeded in a similar way as for the non-
UV passbands. The hockey-stick correction was obtained, tak-
ing special care to minimise the eect of the large colour terms
at work in this case. The median and σ of the resulting residuals
as a function of colour computed over bins were then tted with
high-order polynomials. We nd that adopting colours from the
same system as the considered UV bands provides simpler and
more robust solutions, and therefore the polynomials are a func-
tion of (synthetic and non-standardised) g− i and B−V for uSDSS
and UJKC, respectively. The public tool to manage XP spectra
(GaiaXPy, see Sect. 6.1) will allow the user to produce both raw
and standardised XPSP (for the standardised systems), indepen-
dently of the method adopted, that is, polynomial transformation
for UV bands and TC tweaking for all the other cases.

The actual performance of the standardised version of the
two UV bands considered in this section is discussed in Sect. 3.3
and Appendix G, while the recommendations for safe use are
shown and discussed in Sects. 6.2 and 7.

3. Wide band synthetic photometry

In this section we illustrate the performance of XPSP in repro-
ducing the photometry of existing and widely used wide-band
photometric systems. We also show how residual inaccuracies
are reduced below the 1% level by the process of standardisation
(described in Sect. 2) with respect to selected sets of reliable
photometric standard stars. To illustrate the process, we treat the
cases of the SDSS and JKC systems more extensively, while for
the other standardised systems, some of the relevant plots and
tables are collected in Appendix G. Some experiments of valida-
tion using stellar models are also reported in Appendix C.

3.1. SDSS system and its standardisation

The Sloan Digital Sky Survey (SDSS; York et al. 2000) was the
rst modern digital survey producing precise photometry over
a large portion of the Northern Sky. Its photometric system,
dened in Fukugita et al. (1996), established a new standard,
now widely used in Galactic and extra-galactic astronomy (see
Ivezić et al. 2007; Thanjavur et al. 2021, and references therein).

As a reference set for the SDSS system, we used a selected
subsample of the Stripe 82 standard stars recently presented and
discussed by Thanjavur et al. (2021, T21 hereafter). Compared
to the previous realisation of the same set (Ivezić et al. 2007),
T21 has two to three times more epochs per source used in pho-
tometric averaging; systematic photometric zero-point errors as
functions of RA and Dec are estimated and corrected for using
Gaia EDR3 photometry10; and the same is used to correct ugiz

10 It is important to note that, as a consequence, any spatial trend of the
photometric zero-points in Gaia EDR3 should have been transferred
to the T21 photometry. However, we also note that (a) when compar-
ing standardised XPSP photometry with T21 we nd residual trends
of amplitude .10.0mmag as a function of position, and (b) the com-
parison of XPSP photometry with Hipparcos photometry presented
in Montegrio et al. (2023) suggests that XPSP photometry should be
spatially homogeneous to the level of a few mmag over most of the sky.
This may suggest that spatial trends were not completely removed from
T21 photometry.
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Fig. 6. Performance and standardisation of SDSS ugriz XP synthetic magnitudes using the selected subset of the Thanjavur et al. (2021) sample,
which we adopted as reference. Left set of panels: ∆mag as a function ofG magnitude for the entire sample using nominal XP synthetic magnitudes
(left panels) and standardised XP synthetic magnitudes (right panels). In each panel, the continuous red line connects the median ∆mag computed
in 0.2mag wide bins, and the dashed red lines connect the loci of the 15.87% (P16) and the 84.13% (P84) percentile computed in the same bins.
The median (P50) and the dierence between P84 and P16 – here used as a proxy for the standard deviation σ – for the entire sample are reported
in the upper left corner of each panel. Right set of panels: Same for ∆mag as a function of GBP−GRP colour, limited to the subsample of reference
stars with XP spectra released in Gaia DR3.

magnitudes relative to the r-band. This approach results in ran-
dom photometric errors approximately 30% smaller than in the
I07 catalogue and below ≈0.01mag for stars brighter than 20.0,
21.0, 21.0, 20.5, and 19.0mag in u, g, r, i, and z-bands, respec-
tively.

To obtain our reference set to be used for comparison and
standardisation of XP photometry, we cross-matched the EDR3
sources with XP spectra to the T21 sample and applied the fol-
lowing quality lters on Gaia data:
– XP_num_of_transits >= 15,
– XP_num_of_contaminated_transits/XP_num_of_

transits < 0.1,
– XP_num_of_blended_transits/XP_num_of_

transits < 0.1,
– XP_number_of_neighbours< 2,
– XP_number_of_mates < 2,
– XP_number_of_visibility_periods_used > 10,
where XP stands for Gaia BP and RP. A set of broad quality
lters was applied on parameters from the T21 sample as well:
– {u,g,r,i,z}Nobs > 4,
– {g, r, i}msig ·

√
{g, r, i}Nobs < 0.03.

Detailed explanations of the used columns can be found in the
Gaia DR3 documentation and the SDSS Data Model. The nal
reference sample includes approximately 280 879 sources. For

the synthetic photometry, we adopt the ocial SDSS TCs from
Doi et al. (2010).

Figure 6 is a good example of the typical plot with which
we illustrate the performance of XPSP in reproducing the pho-
tometry of the external set adopted as a reference, for the vari-
ous photometric systems. Two multi-panel sets of diagrams are
presented, the set on the left showing ∆mag as a function of G
magnitude, and the set on the right showing ∆mag as a function
of GBP−GRP colour. Within each of the two sets, the left col-
umn displays the comparison with raw XPSP magnitudes before
standardisation, while the right columns show the comparison
after standardisation. In each panel, the continuous red line is
the median (P50) of the ∆mag distribution computed over inde-
pendent bins of 0.4mag in width, while the dashed red lines
trace the 15.87% (P16) and the 84.13% (P84) percentiles com-
puted in the same bins. It is important to recall that, in this
gure, as well as in all other analogous gures for other systems
shown below, if not otherwise stated, the plots as a function of
magnitude refer to the entire reference sample, including stars
fainter than G = 17.65mag, which in general do not have their
XP spectra released. This is required to adequately constrain the
hockey-stick eect in order to correct for it in the process of stan-
dardisation. On the other hand, the plots as a function of colour
refer only to the subsample withG < 17.65mag in order to better
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Fig. 7. Performances of standardised XPSP in the SDSS system (griz).
We show ∆mag as a function ofG magnitude (left panels) andGBP−GRP

colour (right panels) for the subsample of T21 stars whose XP spectra
have been released in Gaia DR3. The arrangement and the meaning of
the symbols is the same as in Fig. 6.

trace genuine colour terms, minimising the additional noise due
to the hockey-stick eect.

The left rows of the two panels of Fig. 6 show the perfor-
mances of raw XPSP in reproducing SDSS magnitudes. The
deviation that is apparent for G & 16.0mag in the diagrams
as a function of G magnitude is due to the hockey-stick eect.
Taking this factor into account, we conclude that riz photom-
etry is reproduced remarkably well, with zero-point dierences
of <0.02mag (as traced byG . 15.5mag stars) and colour terms
with amplitudes of .0.02mag over the whole colour range cov-
ered by the reference sample. On the other hand, ∆g displays a
colour term with an amplitude of '0.05mag, and also produces
a larger and asymmetric scatter about the median in the plot as a
function of magnitude with respect to the other passbands. This
reects the coverage by g band of regions of the XP spectra
that suer from colour-dependent systematic errors, including
the rst sudden drop of the BP TC around 390 nm. A fully anal-
ogous behaviour is observed for PanSTARRS g (Appendix G;
see also the case of JKC B band discussed below), conrm-
ing that XP spectra are to be blamed for the mismatch. Stan-
dardisation signicantly reduces all the discrepancies described
above, as can be readily appreciated from the direct compari-
son between standardised and non-standardised ∆g distributions

shown in Fig. 6. A larger scatter about the median remains
in the g band than in the redder passbands, and the scatter
in z is slightly greater than in r and i, while in the latter
passbands the performance of standardised SP appears to be
excellent.

Figure 7 shows the nal result of the standardisation pro-
cess for the stars of the reference sample whose XP spectra
are released in Gaia DR3, that is, those for which XPSP can
be obtained. This gure shows the excellent quality of the nal
product11. The median dierence over the entire subsample is
<2.5mmag for all the passbands considered here, and the stan-
dard deviation σ12 is ≤12mmag.

P50, P16, and P84 values from Fig. 7 are listed as a
function of G magnitude in Table 1. The median ∆mag are
within ±6.0mmag for all the considered passbands and for the
entire magnitude range sampled, and are typically lower than
±3.0mmag in wide ranges of magnitudes, especially in r and i
bands. The typical scatter, as parametrised by σ = 0.5(P84−P16),
amounts to .10mmag down to G = 16.5mag, for riz.

The adopted reference sample is dominated by dwarf stars,
and almost completely lacks giants redder than GBP−GRP = 1.5.
In Appendix G we test our standardised XPSP in the SDSS sys-
tem against a selected sample of giant stars reachingGBP−GRP =

3.5, showing that it is accurate within '±10mmag for these stars
as well.

We veried that the bulk of the ∆mag distributions are very
similar to Gaussian curves. However, a few outliers, for exam-
ple those with ∆mag > 50mmag at any G, can be noted in all
the panels of Fig. 7. We explored whether or not some qual-
ity parameter included in the Gaia Archive correlates with these
outliers. Our far-from-exhaustive exploration led to the conclu-
sion illustrated in Fig. 8, shown as an example. Many of the
outliers have |C?| > 0.1 (Riello et al. 2021). In this sample,
there was no source with phot_variable_flag = VARIABLE

from the gaiaedr3.gaia_source table, but in other cases
we veried that sources classied as VARIABLE according
to this ag account for several outliers in ∆mag (see e.g.
Fig. G.4).

This was found to be the case for all the passbands in all the
photometric systems we tested in this way. We therefore con-
clude that the main reasons for anomalous individual inaccu-
racies in XPSP magnitudes are (a) contamination from nearby
sources or, in any case, issues traced by C?, and (b) mean spec-
tra obtained by combining epoch spectra of a variable source. It
is worth noting that the majority of high-C? outliers lie on the
same side of the ∆mag distribution, either preferentially positive
or negative, as in Fig. 8, depending on the considered passband
(see Appendix G, for an example).

11 There is some redundancy between this gure and the right columns
of panels of Fig. 6, as well as in analogous sets of gures produced
for other photometric systems. Still we feel that it is worth show-
ing both kinds of plots, as those as in Fig. 6 illustrate the compar-
ison with raw XPSP and the eect of standardisation, while those
as in Fig. 7 give a direct view of the XPSP perfomance for the
material that is actually made available in Gaia DR3, from the Gaia

archive.
12 Estimated as half of the dierence between the 84.13% and the
15.87% percentiles of the distribution of ∆mag. In the following, we
refer to this quantity as σ, if not otherwise stated, for brevity.
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Table 1. SDSS system: median (P50), 15.87% (P16), and 84.13% (P84) percentiles of the ∆mag distributions of Fig. 7.

G P50(∆g) P16 P84 P50(∆r) P16 P84 P50(∆i) P16 P84 P50(∆z) P16 P84 n?
(mag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag)

14.0 2.7 −5.0 12.6 2.7 −3.6 7.1 −2.4 −9.2 4.7 3.2 −12.0 14.3 198
14.4 2.2 −5.4 10.6 3.3 −2.9 8.8 −0.8 −8.2 6.0 5.0 −7.8 14.9 2208
14.8 1.6 −6.3 10.3 3.0 −3.5 9.3 0.5 −6.6 7.2 5.5 −5.6 15.9 4827
15.2 1.1 −7.0 10.0 2.8 −3.6 9.0 1.5 −5.6 7.9 5.5 −5.2 15.2 7550
15.6 0.3 −8.2 9.5 2.1 −4.7 8.6 0.9 −6.1 7.8 4.0 −6.6 13.4 10 406
16.0 −1.0 −10.3 8.3 1.6 −5.6 8.4 0.3 −7.0 7.1 1.9 −8.5 11.7 11 724
16.4 −2.6 −12.7 8.1 0.7 −7.1 8.2 −0.2 −7.8 7.1 0.4 −10.7 10.7 14 678
16.8 −3.9 −15.5 8.2 −0.5 −9.1 7.9 −1.2 −9.3 6.5 −1.0 −12.6 10.0 18 968
17.2 −4.7 −18.8 10.0 −1.1 −11.2 8.5 −1.8 −10.8 6.9 −1.8 −14.7 10.8 22 809
17.6 −5.1 −22.1 13.4 −1.6 −13.3 9.4 −2.1 −12.0 7.7 −2.2 −16.7 12.1 16 586

Notes. n? is the number of sources in the considered bin.

Fig. 8. Tracing outliers in the ∆g vs. G plot for the subset of the T21
reference sample having XP spectra in Gaia DR3 and G < 17.65. Stars
with a relatively large absolute value of C? are highlighted in red, for
C? > 0.1, and in blue, for C? < −0.1).

3.2. Johnson-Kron-Cousins system and its standardisation

Of the several photometric systems proposed since the advent
of photoelectric and CCD (charge-coupled device) photome-
try, the Johnson-Kron-Cousins system (JKC hereafter) was –
and still is– one of the most widely adopted. It was built start-
ing from the Johnson UBV (Johnson & Morgan 1953; Johnson
1963), Kron RI (Kron et al. 1953), and Cousins VRI (Cousins
1973, 1983, 1984) systems. In 1992, Arlo U. Landolt published
a catalogue of equatorial standard stars, which from then on
became the fundamental dening set for the UBVRI JKC sys-
tem, and has been used over the last three decades to calibrate
the vast majority of all imaging observations in theUBVRI pass-
bands. The original 1992 photoelectric set was later extended
with observations far from the celestial equator and also with
a large amount of CCD observations (hereafter Landolt col-
lection, Landolt 1992, 2007, 2009, 2013; Landolt & Uomoto
2007; Clem & Landolt 2013, 2016). Moreover, from 1983, P. B.
Stetson collected observations for approximately 105 secondary
UBVRI standards using about half a million proprietary and
archival CCD images (hereafter Stetson collection) of various

elds of astrophysical interest, including star clusters, super-
nova remnants, and dwarfs galaxies. We used the Landolt and
Stetson collections to respectively standardise and validate (see
Appendix G) the UBVRI synthetic photometry obtained from
Gaia XP spectra presented here. The Landolt and Stetson col-
lections are described in detail by Pancino et al. (2022); here we
briey describe the quality selections that were applied for the
purpose of the present work.

First, we used Gaia and other literature catalogues to clean
the collections from variables stars, binaries, blends, and stars
with lower photometric quality. For the variables, we made
use of the Gaia DR2 catalogue (Gaia Collaboration 2019),
the ASAS-SN catalogue of variable stars (Shappee et al. 2014;
Jayasinghe et al. 2018, 2019a,b), and the Zwicky Transient
Facility catalogue of periodic variable stars (Chen et al. 2020).
For binaries, we proted from the work done by the Survey of
Surveys team (Tsantaki et al. 2022), who compiled all known
spectroscopic binaries in large spectroscopic surveys and astro-
seismology missions (Price-Whelan et al. 2020; Kounkel et al.
2021; Traven et al. 2020; Merle et al. 2017; Birko et al. 2019;
Qian et al. 2019; Tian et al. 2020; Deleuil et al. 2018; Kirk et al.
2016). In addition, we used the following cuts on parame-
ters from the main gaia_source table to further remove pos-
sible contaminated and blended sources: IPD_Frac_Odd_Win
and IPD_Frac_Multi_Peak above 7%, Renormalised Unit
Weight Error (RUWE) above 1.4, and the recommended cut by
Riello et al. (2021) on the renormalised BP and RP ux excess,
|C∗| > 2σC∗ , as well as a cut on the β13 parameter by Riello et al.
(2021) above 20%.

The original Landolt and Stetson collections agree very well
with each other, with zero-point osets of below 1% in all
bands, and spreads of ±1−2%. However, some disagreement
(3%−5%) was found for the reddest stars, which are less rep-
resented in the original Landolt (1992) set, with only half a
dozen stars (Pancino et al. 2022). This is particularly evident for
the R and I bands. For this reason, we decided to use only the
Landolt collection for the standardisation and the Stetson one
for the validation. This uncertainty for redder stars makes both
the Landolt and Stetson collections less reliable for stars red-
der than GBP−GRP ' 2mag, although both collections are rig-
orously calibrated on the original Landolt (1992) set. We used
the Landolt sample to standardise the synthetic photometry in

13 Dened as (phot_bp_n_blended_transits + phot_rp_n_

blended_transits)/(phot_bp_n_obs + phot_rp_n_obs).
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Fig. 9. Performance and standardisation of JKC BVRI XP synthetic magnitudes using the reference set of standard stars described in the text. The
arrangement and symbols are the same as in Fig. 6.

the UBVRI system, which we obtained using the passbands by
Bessell & Murphy (2012), as described in Sect. 2.2.

Figure 9, which is fully analogous to Fig. 6, shows the com-
parison between XPSP and reference BVRI magnitudes before
and after standardisation. The overall ZP, for stars not seriously
aected by the hockey-stick eect, are reproduced by raw XPSP
to better than '0.02mag in all the considered bands. A signif-
icant colour trend is observed for B that is very similar to the
case of SDSS g. This analogy is not surprising because the two
lters sample a similar range of the BP spectrum. Similarly, the
performance of raw V is signicantly poorer than raw r, with
larger scatter and colour terms, which is likely due to V sam-
pling more problematic regions of BP than r ('490−660 nm
versus '540−699 nm, respectively). We address the reader to
Montegrio et al. (2023) for an additional discussion on this spe-
cic system. Here we note that standardisation signicantly mit-
igates the amplitude of the residual systematic errors displayed
by raw XPSP.

The comparison between standardised XPSP magnitudes
and those from the reference sample for G < 17.65mag stars
is presented in Fig. 10, as a function of magnitude and colour.
Performances are very similar to the SDSS case described above.
The remarkable dierences are: (a) the loss of millimag accuracy
forG . 11.5mag in correspondence with a transition to dierent
setups of the BP and RP spectrometers which aects the internal
calibration of XP spectra in this bright magnitude range (onset
of gates, change of window class, etc.; see e.g. De Angeli et al.
2023; Montegrio et al. 2023), which is not sampled by SDSS

stars14; and (b) the residual colour terms of order '10mmag
remaining in some colour range for the B and – to a lesser
extent – V passbands. The median, and the P16 and P84 per-
centiles of the ∆mag distributions for JKC BVRI magnitudes
shown in Fig. 10 are listed in Table 2. The scatter about the
median for G < 16.5mag is .15mmag in VRI, and .20mmag
in B.

Similarly to the case of the T21 sample, red giants are also
relatively rare in the Landolt reference sample used here, with
just a handful in the range 1.5 < GBP−GRP < 3.5. We carefully
veried that these red giants match the same locus of the bulk
of the other stars in the sample in the GBP−GRP versus ∆mag
diagrams, within <10.0mmag.

3.3. Standardised ultraviolet bands

Figure 11 shows the performances of the JKC U band and
SDSS u band magnitudes, which are standardised as described in
Sect. 2.2.2. These are shown in comparison with the respective
reference samples (see Sects. 3.1 and 3.2, respectively) for the
subset of sources that will have XP spectra released inGaiaDR3
(see Appendix G for comparison of raw and standardised mag-
nitudes). The median ∆mag is a few millimag for 15.2 ≤ G ≤
17.6mag in uSDSS and for 11.5 ≤ G ≤ 17.6mag in UJKC, with
the issue related to sources brighter thanG = 11.5mag discussed
above decreasing the accuracy in this range (see Tables 3 and 4).

14 Because the saturation limit of SDSS occurs around G = 14.0mag.
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Fig. 10. Performances of standardised XPSP in the JKC system (BVRI).
We show ∆mag as a function ofG magnitude (left panels) andGBP−GRP

colour (right panels) for the subsample of reference stars whose XP
spectra has been released in Gaia DR3. The arrangement and the mean-
ing of the symbols is the same as in Fig. 6.

However, the scatter is signicantly larger than in all redder
wide-band magnitudes considered here, reaching 0.12−0.15 mag
at G = 16.4mag and >0.3mag at G = 17.6mag. In particular,
the accuracy is generally poor for red sources, missing sucient
signal in the wavelength range covered by UV bands for reliable
magnitudes to be provided.

Figure 12 shows the eect of adopting the selection in S/N,
flux_x/flux_x_error> 30, for x = uSDSS and UJKC, respec-
tively, on the ∆mag distribution of Fig. 11. This selection greatly
reduces the scatter about the median, thus providing much more
reliable individual magnitudes, but it implies a strong selec-
tion in magnitude and in colour in these samples, in practice
removing all stars with GBP−GRP & 1.3mag and G & 16.5. In
Sect. 6.2 we show that when applied to larger samples, reliable
UV magnitudes can be obtained for stars as red as GBP−GRP '

3.0mag, depending on their apparent magnitude, still maintain-
ing a strong bias against red and faint stars.

In summary, as anticipated in Sect. 2.2.2, the performances
for any band covering the XP range ≤400 nm are signicantly
poorer than in all the redder passbands. We do not discuss
similar bands from other systems any further, as the results
would be very similar to those shown in Figs. G.1 and G.2 for
example, namely. strong colour-dependent trends with respect
to reference external photometry. Given the high astrophysical

relevance of these UV bands and the lack of all-sky sources
for them, we made a concerted eort to provide standardised
uSDSS and UJKC magnitudes and managed to obtain reason-
ably accurate and precise photometry for the subset of stars
with sucient signal in that region of the spectrum due to
favourable combinations of magnitude and colour. While XPSP
magnitudes in bands at ≤400 nm can be obtained for all the
sources with XP spectra released in Gaia DR3, and sometimes
a highly uncertain measurement can be better than no measure
at all, we strongly recommend using these magnitudes only if
flux_x/flux_x_error> 30, and, in particular, using prefer-
entially the standardised uSDSS and UJKC provided in the Gaia
Synthetic Photometry Catalogue (GSPC; Sect. 6.2). In any case,
even standardised UV XPSP must be used with caution (Sect. 7
for further caveats).

3.4. PanSTARRS-1 system and its standardisation

PanSTARRS-1 (hereafter PS1, for brevity) is an ambitious
multi-task project, the main aim of which is to survey all the
sky above Dec=−30◦ in ve passbands, grizy (3π survey, see
Chambers et al. 2016, and references therein). The wide sky cov-
erage and the high photometric precision reached qualify PS1
as one of the most widely used sources of stellar photometry
(Magnier et al. 2020a; Xiao & Yuan 2022).

As a reference sample of standard stars, here we adopt two
15◦×15◦ patches located at the Galactic caps (|b| > 60.0◦). Bona
de point sources with multi-epoch observations were selected
using the dierence between PSF magnitudes and Kron magni-
tudes as a diagnostic, following a kind suggestion by E. Mag-
nier (priv. comm.)15 and requiring the uncertainty on magni-
tudes to be <0.02mag in all passbands. Once matched with the
Gaia source catalogue, with a 1′′ cone search, a reference sam-
ple of 76 491 stars was nally adopted. XPSP magnitudes are
compared with PS1 PSF magnitudes based on the average of
the chip measurements (x_chp_psf, where x = grizy), because
these have the best corrections for systematic eects.

The performance before and after standardisation is similar
to that obtained for SDSS magnitudes and is shown in Fig. G.3.
Figure 13 shows the performance for the subset that will be
included in Gaia DR3 forG < 17.65mag. The accuracy of stan-
dardised XPSP is good in all passbands; see also Table G.1. The
median ∆mag amounts to a few millimag over the entire range
of magnitudes considered, while the typical σ ranges between
10 and 15mmag for G ≤ 16.5mag. Slightly larger deviations
are observed at the extremes of the colour range spanned by the
reference sample in the g band (red side) and in y band (blue
side). It is worth noting that the reference sample adopted has a
limited coverage of colour and spectral type compared to those
we use for SDSS and JKC systems for example. We therefore
recommend special caution in using PS1 XPSP magnitudes out-
side the validated colour and magnitude ranges.

3.5. Standardised HST magnitudes

The Hubble Space Telescope (HST) is one of the most success-
ful space missions ever, with a long-standing and huge impact
on virtually all branches of astrophysics (see e.g. Macchetto
2010, and references therein). Unprecedented photometric preci-
sion is one of the many excellent achievements of the optical-IR

15 In particular, in our catalogue, we only kept sources with
x_chp_psf-x_chp_kron>−0.3 and x_chp_psf-x_chp_

kron< 0.1, and x_chp_psf_nphot≥ 10 for x = grizy.
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Table 2. JKC system: median (P50) and 15.87% (P16) and 84.13% (P84) percentiles of the ∆mag distributions of Fig. 10.

G P50(∆B) P16 P84 P50(∆V) P16 P84 P50(∆R) P16 P84 P50(∆I) P16 P84 n?
(mag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag) (mmag)

9.4 15.1 11.9 23.6 −6.9 −14.4 −2.7 −5.7 −8.3 4.9 9.2 2.4 18.9 17
9.8 7.0 −6.1 11.3 −11.6 −17.3 −6.3 −2.8 −9.8 0.9 8.7 −1.4 14.6 15
10.2 −5.0 −10.6 23.9 −7.6 −13.1 3.4 −3.2 −8.7 9.2 7.1 1.7 14.2 11
10.7 2.5 −6.5 10.2 −3.1 −10.7 8.7 2.9 −7.2 8.8 8.4 −1.2 11.0 20
11.1 −2.0 −23.1 8.1 −3.7 −15.8 1.9 −1.8 −8.2 4.6 1.1 −11.5 7.7 31
11.5 −3.1 −11.8 10.5 −1.5 −8.5 8.1 1.4 −8.0 6.6 1.2 −5.1 9.2 42
11.9 0.8 −14.2 14.0 −0.2 −9.7 9.6 1.5 −8.2 10.8 1.0 −8.4 10.4 70
12.3 −3.3 −11.2 10.0 0.3 −7.3 12.0 1.1 −8.1 10.1 0.8 −10.1 9.1 105
12.7 −1.2 −13.1 12.2 2.4 −7.1 11.9 2.5 −7.7 9.6 1.8 −7.7 9.7 148
13.1 −0.7 −14.5 13.6 1.9 −9.0 12.4 2.2 −8.6 10.6 0.4 −9.5 11.6 210
13.5 −2.3 −15.9 11.2 0.2 −11.0 11.6 0.4 −10.4 10.2 0.3 −10.4 9.5 282
13.9 −0.4 −14.6 14.5 1.7 −11.4 12.1 0.7 −12.9 10.3 0.3 −12.8 10.1 381
14.3 −0.6 −15.6 12.4 1.7 −10.3 12.0 0.8 −9.0 10.3 −1.0 −10.9 10.0 555
14.7 −1.1 −16.2 14.1 0.8 −10.3 11.7 1.5 −8.8 11.4 0.4 −10.6 10.9 706
15.1 −1.5 −19.5 13.6 0.3 −13.1 12.1 1.4 −9.6 12.1 0.9 −11.8 12.2 875
15.5 −0.5 −17.7 16.0 0.1 −13.1 12.7 1.4 −10.1 13.0 1.9 −10.8 14.1 1149
16.0 −0.3 −19.6 17.1 0.6 −12.8 13.9 2.3 −10.5 13.7 2.5 −11.0 14.8 1395
16.4 0.5 −20.1 18.9 0.5 −13.3 14.5 1.6 −10.0 14.9 2.4 −10.8 16.1 1692
16.8 −0.6 −24.0 21.7 −0.6 −16.4 13.8 0.8 −13.0 14.1 1.8 −12.5 16.0 2270
17.2 0.3 −25.4 28.1 −1.6 −17.7 15.8 0.7 −13.8 15.7 2.0 −13.7 17.7 2973
17.6 1.5 −28.8 35.6 −1.6 −20.0 17.6 −0.0 −14.9 16.7 2.3 −13.4 19.6 2295

Notes. Here, n? is the number of sources in the considered bin.

Fig. 11. Upper panel: performance of standardised XPSP in the SDSS
u band. The reference sample is the same as in Fig. 7. Lower panel:
performance of standardised XPSP in the JKC U band. The reference
sample is the same as in Fig. 10. Please note that the bright limit of the
two reference samples is very dierent.

cameras on board this iconic space observatory (see Bedin et al.
2019, for a recent example).

HST cameras are equipped with large sets of narrow,
medium, and wide lters, making for several very powerful and
exible photometric systems. XPSP for the subset of those that
are enclosed within the XP spectral range may be very useful for
many scientic applications. For instance, all-sky XPSP for the
220M stars with XP spectra released in Gaia DR3 will hugely
extend the realm reachable by photometry in HST systems to
the entire sky and in a bright range of magnitudes (4.0 . G ≤

Table 3. SDSS system: median (P50) and 15.87% (P16), and 84.13%
(P84) percentiles of the ∆u distribution of Fig. 11.

G P50(∆u) P16 P84 nstar
(mag) (mmag) (mmag) (mmag)

14.0 11.3 −34.3 37.2 198
14.4 4.2 −38.2 38.1 2208
14.8 2.0 −47.8 45.5 4827
15.2 0.7 −61.7 53.8 7550
15.6 −3.3 −84.6 67.9 10 406
16.0 −4.4 −115.6 89.2 11 724
16.4 −9.0 −168.4 123.9 14 678
16.8 −8.3 −232.2 183.4 18 968
17.2 −6.6 −342.5 261.3 22 809
17.6 −2.6 −437.8 355.9 16 586

Notes. Here, n? is the number of sources in the considered bin.

17.65mag) not usually easily accessible to HST (and/or not con-
venient to be sampled with HST). It may be worth recalling an
additional desirable feature, namely that these extensions come
from space-based spectrophotometry.

Unfortunately, this high degree of complementarity between
HST and Gaia, makes it extremely dicult to nd proper sam-
ples for validation and standardisation of XPSP in the HST sys-
tems. Only a handful of well-measured Gaia sources can be
found in the typical FoV of HST cameras (.4 arcmin2) and HST
is mainly used to measure very faint stars that would otherwise
be unreachable for ground-based instruments, and therefore the
typical overlap in magnitude between HST and Gaia is limited.
Finally, even if there were samples with a signicant number of
stars common to both of them, HST observations would only be
available in a limited number of passbands for any given camera.
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Table 4. JKC system: median and 15.87% (P16) and 84.13% (P84) per-
centiles of the ∆U distributions of Fig. 11.

G P50(∆U) P16 P84 n?
(mag) (mmag) (mmag) (mmag)

10.0 23.7 −14.1 77.8 14
10.4 63.9 −7.9 155.5 13
10.8 13.2 −18.5 121.3 22
11.2 −1.6 −36.8 55.9 35
11.6 1.0 −22.1 32.5 51
12.0 4.0 −36.9 30.5 73
12.4 −2.4 −37.6 35.4 109
12.8 −1.2 −29.2 28.9 158
13.2 −0.2 −31.4 34.3 236
13.6 3.7 −35.8 40.4 287
14.0 0.7 −31.5 39.4 402
14.4 −0.6 −40.0 41.5 566
14.8 −3.5 −51.9 44.2 719
15.2 −2.7 −58.2 50.6 880
15.6 −3.5 −69.0 66.6 1192
16.0 −6.7 −96.8 88.0 1357
16.4 0.5 −128.0 123.0 1689
16.8 −3.2 −180.5 161.3 2264
17.2 −4.2 −264.5 240.6 2923
17.6 5.7 −376.0 316.2 2230

Notes. Here, n? is the number of sources in the considered bin.

Fig. 12. Same as Fig. 11 but limited to stars with ux/uxerror > 30 in
uSDSS and UJKC, respectively. This is the S/N limit on individual magni-
tudes that we adopt for the GSPC (Sect. 6.2).

For these reasons, the sample we used for validation and
standardisation of a few HST passbands, while absolutely excel-
lent for the scientic application for which it was acquired, is
clearly not ideal for our purpose. Still, it is adequate for testing
the accuracy and precision of XPSP at the '1% level over a lim-
ited range in colour and magnitude.

We used the photometry in the WFC3/UVIS F438W and
ACS/WFC F606W , F814W bands of a set of Galactic globular
clusters (GCs) from the HUGS project (Nardiello et al. 2018) as
a reference sample. These observations have the advantage of
providing a large number of stars in the small FoV covered by
the considered cameras, and remarkable overlap in magnitude

Fig. 13. Performance of standardised XPSP in the PanSTARRS-1 sys-
tem (grizy). We show ∆mag as a function of G magnitude (left panels)
and GBP−GRP colour (right panels) for the subsample of reference stars
whose XP spectra has been released in Gaia DR3. The arrangement and
the meaning of the symbols is the same as in Fig. 6.

with the Gaia source catalogue. Unfortunately, for obvious sci-
entic reasons, HUGS elds target crowded areas in the cen-
tral region of the clusters, where blending and contamination
of the relatively wide BP and RP apertures by nearby sources
and/or high background may severely aect most of the XP
spectra. For this reason, we applied very strong selections on
the original HUGS samples, only keeping in the nal reference
sample used for standardisation stars (a) with |RADXS| < 0.1,
QFIT > 0.9, and photometric uncertainty on individual HUGS
magnitudes <0.1mag16; and (b) with a number of BP and
RP epoch spectra sucient to ensure high S/N in XP spectra,

16 RADXS and QFIT are quality parameters from the HUGS catalogs,
see Nardiello et al. (2018) for details and discussion. The original com-
parison with the HUGS photometry included also the F336W lter,
that was later abandoned because its XPSP counterpart suers from
the strong systematics aecting U bands. However the selections of
RADXS and QFIT were imposed an all the considered bands includ-
ing F336W . Analogously, a star was accepted for the nal sample only
if it had a valid magnitude in all the four passbands.
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Fig. 14. Performances of standardised XPSP in the HST WFC3/UVIS
(F438W , VEGAMAG) and ACS/WFC systems (F606W , F814W ,
VEGAMAG). We show ∆mag as a function of G magnitude (left pan-
els) and GBP −GRP colour (right panels) for the subsample of reference
stars whose XP spectra has been released in Gaia DR3. The arrange-
ment and the meaning of the symbols is the same as in Fig. 7 but the
percentiles are computed in bins of 0.8mag in width.

adopting the same criterion for the release of XP spectra, that is,
bp_num_of_transits> 15 and rp_num_of_transits> 15,
and |C?| < 0.05 in order to minimise the impact of contamina-
tion of the spectra. After cross-correlation with the Gaia EDR3
source catalogue, we end up with a sample of 1113 stars in the
range 10.0 ≤ G ≤ 19.0mag, 968 of which have G < 17.65mag.
We used ‘method 1’ magnitudes from the HUGS catalogue, as
they are presented as the best choice for the bright magnitude
range we are considering (Nardiello et al. 2018). Here we com-
pare magnitudes in the VEGAMAG systems, but the comparison
has general validity, as transforming into STMAG or ABMAG
would imply a simple zero-point shift.

The comparison of HUGS magnitudes with raw XPSP is
shown in the left rows of the two panels of Fig. G.5. The typ-
ical scatter about the median is larger than in the cases described
above. We veried that, in spite of the severe selection in C?,
residuals still correlate with this parameter, showing that this
extra scatter is due to the fact that we are not dealing with
a sample dominated by fully isolated stars, as is the case for
the reference samples considered above, but with many sources
whose spectrophotometry (and possibly also HUGS magnitudes,
to a lesser extent) suer from some degree of contamination,
eectively limiting the achievable precision. However, at least
for F606W and F814W , the original photometry is reproduced
within '1% over the entire range of colour covered by the ref-
erence sample, the only systematic deviations being attributable
to the hockey-stick eect. For this reason, we decided to limit
the process of standardisation to the correction of this eect,
avoiding any modication of the original passbands. The nal
results for the subsample of stars withG < 17.65mag are shown

in Fig. 14. The performances in F606W and F814W , possi-
bly the most widely used HST passbands, are satisfactory given
the non-ideal conditions. The higher scatter and the lower accu-
racy of the F438W XPSP are attributable to the same kind of
problems aecting passbands sampling the blue end of the BP
spectra.

While validation is limited to the passbands and the colour
and magnitude ranges considered above, the results presented
here and those of a limited set of additional tests we performed
may suggest that HST photometry for R f > 1.4 passbands
should be reasonably well reproduced by XPSP, while the issues
related to the blue and UV end of BP spectra remain valid also
in this case.

4. Narrow-band photometry

In this section we explore the performance of XPSP in the realm
of medium- and narrow-band photometry using a few widely
used systems as test cases. Standardisation is attempted only
for the version of the Strömgren system considered here. The
J-PAS and J-Plus systems sample the performances of narrow-
band XPSP over the entire range covered by XP spectra. General
guidelines to use narrow band XPSP to calibrate surveys aimed
at measuring emission line uxes are also provided. Finally, we
show an example of how XPSP can be used to take the design of
a photometric system, and bring it into real life, measuring uxes
and magnitudes of real sources through its wide and medium-
width passbands (the Gaia C1 system, Jordi et al. 2006).

4.1. Strömgren photometry and its standardisation

According to Sterken et al. (2011) the Strömgren system
(Strömgren 1956) was originally designed to investigate the
astrophysical properties of low-reddening main sequence stars.
However, colour indices obtained from its uvby bands have
been widely used to estimate the stellar eective temperature
and surface gravity, as well as other parameters such as red-
dening and metallicity, over a wide range of stellar types and
classes. For instance, see the use of the (b − y) temperature sen-
sitive colour in the Alonso et al. (1999) relations, or of m1 =

(v − b) − (b − y) to derive metallicity (e.g. in stellar clusters, as
done by Frank et al. 2015; Piatti et al. 2019, among others), or
the correlation between c1 = (u − v) − (v − b) and nitrogen abun-
dance (Grundahl et al. 2002).

In contrast to the cases discussed in Sect. 3, the Ström-
gren system lacks a generally accepted standard version, with
its set of TCs and, especially, a large set of reliable standard
stars. Among the many available versions of Strömgren TCs (see
e.g. Bessell 2011), here we adopt those provided by the Span-
ish Virtual Observatory17, which describe the lters mounted on
the Wide Field Camera (WFC) of the Isaac Newton Telescope
(INT) at El Roque de los Muchachos in the Canary Islands, as
we have had some previous successful experience in using them
(Massari et al. 2016).

Strömgren bands are entirely located in the BP realm. We
limit our analysis to bvy bands here, because XPSP u magni-
tudes suer from the problems described in Sect. 2.2.2, aecting
all the TCs in the range λ < 400 nm; moreover, its blue edge
exceeds the blue limit of BP (see Fig. 5). While b and v pass-
bands have R f = 2.0 and R f = 1.8, respectively, y is slightly
below the nominal R f = 1.4 threshold for reproducible pho-
tometry established in Appendix B, with R f = 1.3. This should

17 http://svo2.cab.inta-csic.es/svo/theory/fps3/
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Fig. 15. Performances of standardised XPSP in the Strömgren system.
The arrangement and the meaning of the symbols is the same as in
Fig. 7.

not be considered as a serious issue, because the adopted limit
is conservative and also because R f values below that thresh-
old may only be troublesome in the presence of strong spectral
features.

As a reference set for comparison and standardisation we
chose the largest sample available in the literature of stars
observed with the aformentioned TCs, which is the sample
of stars located around the Galactic anticentre analysed by
Monguió et al. (2013). This sample contains 23 992 stars, cov-
ering many spectral types and a wide colour range, 0 ≤
GBP−GRP ≤ 3mag, and, in turn, is calibrated on the set of stan-
dards dened in Crawford & Barnes (1970).

We performed a quality check in order to select only well-
measured stars. We rst considered the photometric error in each
of the three considered Strömgren bands as a function ofG-band
magnitude and traced the median trend in steps of ∆G = 0.5mag.
Only the sources with an error smaller than the 95th percentile of
the distribution for each bin were kept in the sample. To be con-
servative, we further rejected all the sources with a photomet-
ric error of >0.1 in any band, as their calibrating power would
be poor in any case. This eectively limits the reference sam-
ple to G < 15.0mag stars. In turn, this implies that no correc-
tion for the hockey-stick eect is possible in the standardisation
process. After this rst selection based on the Strömgren pho-
tometry, we applied two other quality cuts based on Gaia EDR3
parameters by requesting ruwe < 1.4 (from gaia_source) and
−0.03 < C∗ < 0.03. After all these selections, the nal reference
sample includes 6158 stars.

The median dierence between reference and XPSP raw
magnitudes amounts to '0.14mag in v, '0.00mag in b, and
'0.03mag in y, with colour trends of amplitude .0.05mag over
the colour range covered by the reference sample (see Fig. G.6).
The performance is worse for the bluer TCs, in line with the
already mentioned issues with the blue part of the BP spectra,

which are probably exacerbated by the lower S/N unavoidably
associated with passband widths smaller than those discussed
in Sect. 3. The median deviation of v magnitudes is the largest
among the non-UV passbands considered here. Magnitudes in
J-PAS passbands of similarly narrow width and covering the
same wavelength range (397−427 nm) have median deviations
'0.08−0.10mag (see Sect. 4.2). The relatively large deviation
of the raw synthetic v magnitudes might be ascribed to a combi-
nation of the systematic errors of EC XP spectra in the relevant
wavelength range and the intrinsic problems historically aect-
ing photometric calibration of the Strömgren system (see e.g.
Bessell 2005; SMY11).

In Fig. 15 we show the usual ∆mag plots for the standardised
magnitudes (see also Table G.3, for the corresponding P50, P16,
and P84 values). A small residual trend with magnitude remains
in the bluest passband (v), as well as a strong colour term for
GBP−GRP & 2.2mag, where the number of reference stars is low.
On the other hand, the accuracy of the b and ymagnitudes is very
good, for G > 11.5mag. The typical scatter at G ≤ 15.0mag is
σ ∼ 40mmag in v, σ ∼ 30mmag in b, and σ ∼ 20mmag in y.

An immediate demonstration of the high photometric perfor-
mance achieved by the standardised XPSP comes from a direct
comparison between the Color Magnitude Diagrams (CMDs) of
two Galactic GCs, namely NGC5272 and NGC6205 obtained
from XPSP and from direct ground-based photometry taken
from Massari et al. (2016) and Savino et al. (2018), respectively.
Figure 16 shows that, once a strong selection to mitigate the
eect of contamination of XP spectra is adopted (−0.03 < C∗ <
0.03) for the stars in common between Gaia and the INT obser-
vations, the overall quality of the CMDs from synthetic pho-
tometry is clearly higher than their ground-based ‘observed’
counterparts. All sequences are signicantly tighter in general,
especially towards the AGB and the tip of the red giant branch
(RGB), where the ground-based photometry may suer from
saturation and non-linearity eects. Also, the horizontal branch
(HB), particularly that of NGC5272, appears cleaner and better
dened in the XPSP diagrams.

Finally, we stress again that this is a particular realisation
of the Strömgren system. For instance, our standardised XPSP
vby photometry fails to reproduce the colour indices provided by
Hauck & Mermilliod (1998). The size of the mismatch depends
on the stellar type and on the colour index, and ranges from
∼0.05mag in b − y for red giant stars, up to ∼0.1mag in m1
for blue giants. On the other hand, an indirect validation of the
adopted standardised magnitudes is provided in Sect. 5.2, where
metallicity estimates matching their spectroscopic counterparts
within the uncertainties are obtained from standardised XPSP
Strömgren colour indices.

4.2. Javalambre surveys

In this section, we test XPSP performance against the medium-
and narrow-band photometry from the two surveys obtained at
the Javalambre Observatory in Teruel, Spain (see Cenarro et al.
2014). The rst is the J-PAS survey (Benitez et al. 2014),
which includes a photometric system of 54 narrow and con-
tiguous passbands and 6 wider passbands (including SDSS l-
ters), covering a similar wavelength range to Gaia. In prepa-
ration for the full J-PAS catalogue, recently a small region in
the sky was observed and released (the mini-JPAS catalogue,
Bonoli et al. 2021), covering 1 deg2 towards the Galactic halo
(RA, Dec)= (+215◦,+53◦), up to magnitude 22−23 in the nar-
row bands and 24 in the broader passbands, with an absolute
error of smaller than ∼0.04mag.
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Fig. 16. Comparison between the observed (left columns) and synthetic
(right columns) Strömgren CMDs of the GC NGC5272 (bottom panels)
and NGC6205 (upper panels). The same stars are plotted in the left and
right panels.

The cross-match with mini-JPAS yields 636 sources in com-
mon with the XP spectra in Gaia DR3. Although this is a small
number of sources, they oer very detailed wavelength informa-
tion when compared with XPSP results, which is very useful for
estimating the level of detail that BP and RP spectra can provide,
as XP spectra and J-PAS are of similar spectral resolution.

The second Javalambre photometric catalogue used here
is the J-PLUS survey (Cenarro et al. 2019). The J-PLUS set
of passbands includes ve broad (similar to SDSS) and seven
medium passbands (similar to some of the C1 passbands orig-
inally designed for Gaia purposes; see Sect. 4.4). The J-PLUS
project made its DR2 catalogue available in November 2020,
including 31.5 million sources with r < 21mag with absolute
calibration errors of 8−19mmag (depending on the passband;
López-Sanjuan et al. 2019). Among all these sources, we used
only sources in common with APOGEE DR16 (Ahumada et al.
2020). We also considered a set of white dwarfs (WDs) from
Gentile Fusillo et al. (2019) based on Gaia DR2.

We applied extra quality lters to avoid the most obvious
problems in the XP spectra (blending, contamination, multiple
sources, gating, issues in the astrometric solution, and large pho-
tometric excess ux). After all this ltering, the remaining set of
sources for our analysis comprises 17 465 APOGEE sources and
337 WDs in J-PLUS DR2, and 583 sources in mini-JPAS. No
standardisation of any kind has been attempted with the derived
synthetic photometry in either J-PAS or J-PLUS systems.

The median ∆mag (reference minus synthetic magnitudes)
for these samples as a function of mean wavelength of the pass-
band can be seen in Fig. 17. In addition to a general ZP (of about
0.05mag) in the comparison, Fig. 17 indicates larger discrepan-
cies at short wavelengths (λ < 400 nm), which are due to the
known issues of externally calibrated XP spectra in this range
(Sects. 2 and 3). Moreover, the bluest passband, uJAVA, has a blue
edge located beyond the blue edge of XP spectra (see Sect. 2
and Fig. 5). The lower accuracy of XPSP for lters in this spec-

Fig. 17. Median residuals between the observed and synthetic mag-
nitudes as a function of the mean wavelengths of the passbands for
mini-JPAS (blue), J-PLUS in APOGEE DR16 (red), and J-PLUS WDs
(green). In grey lines, we plot the Gaia passband transmissivity as in
Gaia EDR3 (Riello et al. 2021) divided by a factor three to t in the
same scale of the residuals. The solid grey line represents G band, the
short dashed line BP band (at shorter wavelengths), and the long dashed
line RP band (at longer wavelengths).

Fig. 18. Median magnitude uncertainties at the bright regime derived
for J-PAS passbands as a function of wavelength. The red and blue lines
show the behaviour for the narrow and wide passbands (uJAVA and SDSS
passbands), respectively.

tral region is therefore not surprising, and neither is the fact that
passbands whose SP comes from BP spectrophotometry have
larger median residuals than those from RP, on average.

The uncertainty on the XPSP does not decrease when the
magnitude decreases for the bright regime (G . 12mag). This is
due to the fact that, in this range, the calibration errors dominate
the estimated uncertainty. Therefore, we analyse here the J-PAS
median uncertainty at the bright end as derived for the synthetic
photometry. The reader should note that this does not depend
in any way on J-PAS data, only on XP spectra. The resulting
calibration errors as a function of the central wavelength of the
lter are shown in Fig. 18. We can see that passbands with short
central wavelengths suer an increase in systematic eects and
also that the minimum uncertainties from the BP and RP instru-
ment wavelength range are at dierent levels (being systemati-
cally larger for BP). For the reddest passbands in RP, the cali-
bration error also increases progressively.

The homogeneous wavelength coverage in the J-PAS sys-
tem allows us to evaluate the variation of the S/N obtained
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Fig. 19. G-band magnitude (Glim) needed to reach a median S/N = 50
in every one of the narrow (FWHM ∼ 15 nm) J-PAS passbands with
mean wavelength equal to λmean.

whilst performing synthetic photometry on the BP and RP spec-
tra. Figure 19 shows the G magnitude needed in order to get a
median S/N = 50 for every one of the narrow J-PAS passbands
(the width of these passbands is about 14 nm).

4.3. Emission line photometry: the IPHAS system

The INT Photometric Hα Survey of the Northern Galactic Plane
(IPHAS, Drew et al. 2005) is designed to identify and charac-
terise emission line stars and extended objects such as planetary
nebulae. It uses passbands similar to SDSS r and i together with
a narrow Hα lter, leading to a Hα TC with a full width at half
maximum (FWHM) of 9.5 nm and R f ≈ 1.13. Broadband data
are calibrated based on PanSTARRS, while the narrowband Hα
data rely on a xed oset from the enclosing Sloan r band, with
further renement based on overlapping elds anchored to elds
with the best photometry (i.e. taken under stable photometric
conditions). The nal data release is presented in Monguió et al.
(2020) as part of the INT Galactic Plane Survey (IGAPS).

We select two comparison sets of stars within the survey
footprint (−5◦ < b < +5◦, 30◦ < ` < 215◦): a control
sample consisting of a 1 in 40 sample of Gaia DR3 sources
with relative parallax errors of better than 20%, and the set
of emission line objects identied by Monguió et al. (2020)
in the IGAPS catalogue through a linear cut in the (r − i,
r−Hα) colour plane. The former sample contains approximately
500 000 sources, and the latter just over 8000. Sources are
matched between the two catalogues using a 1′′ positional
cross-match. We remove sources that are saturated, have error
ags set in the IGAPS catalogue, or have broadband uncer-
tainties> 0.02mag or Hα uncertainties> 0.05mag. We also
require G ≤ 17.65mag, xp_summary.bp_n_transits≥ 15
and xp_summary.rp_n_transits≥ 15, and phot_g_flux_

over_error> 50, and phot_x_flux_over_error > 10, for
x = bp,rp. We do not lter based on C? as a larger value of
this parameter can also reect the presence of emission lines
(Riello et al. 2021). This does allow some extended sources to
pass the selection, but such sources are rare and thus unlikely
to aect the comparison (the vast majority of sources in both
samples are classied in IGAPS as stellar). About one-third
of the control sample and one quarter of the emitters sample
pass these cuts, yielding 168 688 and 2165 sources respectively.
These reduced samples are shown in Fig. 20.

Fig. 20. IPHAS (r−i, r−Hα) for control (top) and emitter (bottom) sam-
ples after applying the cuts discussed in the text. The original IPHAS
magnitudes are on the left and the Gaia synthetic magnitudes are on the
right. The diagonal red line is the cut used by Monguió et al. (2020) to
select emitting objects.

Fig. 21. Dierence between IPHAS and synthetic Hα magnitudes
versus r−Hα colour for the control (top) and emitter (bottom) sam-
ples, using synthetic Hα lters of dierent widths. Potentially variable
sources have been removed.

The broadband magnitudes of the control sample are well
reproduced after standard corrections, which for simplicity we
apply using polynomials rather than tweaking the shapes of the
lters (we also note that we do not provide means to obtain this
photometry with GaiaXPy). Here we do not intend to provide
standardised XPSP, but instead to show that Gaia XPSP can be
used to calibrate narrow-band photometry aimed at tracing line
emission, especially in view of future surveys. We add 0.02 and
0.01 to the r and Hα ZP; respectively, while for i we also apply
a linear correction, with istd = isynth + 0.01 + 0.11(rsynth − isynth).
With these corrections, the IPHAS (r − i, r −Hα) colour plane is
qualitatively reproduced.

However; after calibration using the control sample, the Hα
magnitudes in the emitter sample show both a dependency on
the r−Hα colour (which corresponds to the strength of the emis-
sion line) and a median oset of 0.07mag (Fig. 21, left column).
The Hα uxes in the synthetic photometry are generally lower

A33, page 19 of 58



Gaia Collaboration: A&A 674, A33 (2023)

than those from IPHAS, with the discrepancy being greater for
sources with stronger Hα emission. We believe that this is due
to ux in the emission line being lost outside the edges of the
IPHAS Hα passband (see Appendix B). For the vast majority of
stars that do not have strong spectral features at this wavelength,
such as these mentioned above, the ux lost is not a problem as
it is replaced by ux bleeding in from outside the nominal lter
wavelength range.

We considered other explanations for this discrepancy, such
as variability or selection eects, but these can be ruled out by
checking for consistency with photometry from second detec-
tions in the IPHAS data. Much of the IPHAS footprint is
observed multiple times due to eld overlaps, osets to ll CCD
gaps, and repeated observations to improve upon data taken in
poor conditions. The emitter selection in Monguió et al. (2020)
was based only on the primary detection. A small set of objects
indeed show no emission in their second detections (largely cor-
responding to Gaia detections showing no emission in Fig. 20);
aside from these, there is no systematic bias when comparing
dierent IPHAS detections, ruling out selection eects or small-
scale variability as the source of the discrepancy. In Fig. 21 we
only include sources that have second detections, with the r−Hα
of the two detections consistent within 0.1mag, which leaves
1682 sources in the emitter sample. This eliminates most of the
sources lying below the selection line in the lower right plot
of Fig. 20. As an additional check, we also compared a small
set of emitters selected from the IPHAS sample with spectra
published in Rodríguez-Flores et al. (2014). The high-resolution
spectroscopy in that work is consistent with the IPHAS pho-
tometry for those sources, but the magnitude discrepancy was
present for them in both simulated and actual Gaia photometry.

The sensitivity of the Hα lter is related to its width,
with narrower lters producing a greater magnitude dierence
between emitting and non-emitting sources. One way to better
match the behaviour of the original lter is to use a narrower
synthetic Hα lter on theGaia data. Doing so reduces the overall
shift as well as the colour dependency, at the expense of greater
scatter, particularly in the non-emitting sources (Fig. 21, centre
and left columns). Nevertheless, we do not necessarily expect
the narrowest lter to completely reproduce the range of colours
from IPHAS (see Appendix B).

Despite the limitations discussed here, the practical function-
ality of the narrow-band lter – separating out emitters from non-
emitting stars – is well reproduced by both the original IPHAS
passband and the narrower versions, and moreover, the consis-
tent performance in the Hα passband of stars without strong
Hα emission enables ux calibration of survey elds, which in
turn allows the selection of emission line stars even fainter than
the publishing limit of the Gaia DR3 spectrophotometry. This
is true despite the lter violating the R f limitations discussed
in Appendix B. Indeed, it should be possible to calibrate almost
any narrow-band imagery taken with a well-characterised lter
provided there are enough suciently bright, well-exposed stars
in the eld.

4.4. The project of a photometric system brought to life: C1

The original design for Gaia included a set of photometric pass-
bands (Jordi et al. 2006), called C1B and C1M systems for broad
and medium band photometry, respectively. The C1 system was
especially thought to maximise the scientic return in terms of
stellar astrophysical parameters. The spectral resolution require-
ments on the alternative prisms nally ying with the mission
were made based on those passbands.

Fig. 22. Colour–colour diagram using the C1 photometric system, able
to separate giant (grey) and main sequence stars (orange). log g values
are from GSP-Phot (Andrae et al. 2023).

Although some of the passbands in the C1 photometric sys-
tem were nally implemented in the J-PLUS survey (Sect. 4.2),
the synthetic photometry study in this paper provides the perfect
opportunity to test the performance of the full C1 system. This
illustrates the investigations that can be done even with future
sets of passbands using EC XP spectra, which should be more
accurate than only relying on simulated spectra from synthetic
spectral libraries. Moreover, it serves as a good example of a
photometric system that is realised in practice using only Gaia
DR3 data. In principle, a general user of the Gaia Archive may
conceive her/his own set of passbands designed for a specic
science goal and get XPSP in that system for all the stars with
XP spectra released in DR3. The example of applications shown
here and in Sect. 5.3 for C1 showcases the performance that can
be achieved for a well-designed system.

We can use the C1 synthetic photometry to learn about the
performance of XP spectra, checking if they are able to trace the
astrophysical information (see also Sect. 5.3). The aim here is
not to repeat the work done by the Gaia DPAC, deriving again
the astrophysical parameters of the sources (already available in
the Gaia catalogue; Andrae et al. 2023; Fouesneau et al. 2023;
Creevey et al. 2023), but is simply to evaluate whether or not the
synthetic photometry derived with the C1 system is able to keep
this information.

Using the C1 synthetic colour indices, we can perform for
example a rough classication between giants andmain sequence
stars. For example, Fig. 22 shows the C1M467−C1M515 colour
(sensitive to surface gravity) plotted against C1B556−C1B996
(sensitive to the eective temperature). Giants (in grey) and main
sequence stars (in orange), which have dierent ranges of surface
gravity (log g) values, as derived by DPAC/CU8 with the GSP-
Phot module18 (Andrae et al. 2023), are found at dierent posi-
tions in this diagram.

The C1 system can also be useful to estimate the metallicity
of the studied sources, as we show in Sect. 5.3. On the other
hand, Fig. 23 is intended to demonstrate the precision attain-
able with XPSP in this system. Two distance-corrected CMDs
for the subset of stars from the Gaia Catalogue of Nearby Stars
(GCNS; Gaia Collaboration 2021a) with G < 17.65 and the
selection criteria listed in Sect. 6.2 are shown here. The CMD in
the left panel is based on a combination of three C1B passbands,

18 GSP-phot is the DPAC/CU8 module of the astrophysical parame-
ters inference system (Apsis; Fouesneau et al. 2023) aimed at deriving
the astrophysical parameters of the stars from XP spectra, parallaxes
and G apparent magnitudes, using a Bayesian full-forward modelling
(Andrae et al. 2023).
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Fig. 23. Two examples of distance-corrected colour magnitude diagrams of the subset of the GCNS catalogue for which XPSP can be obtained,
using combinations of broad (left panel) and medium width (right panel) passbands of the C1 system. Black arrows highlight the location of the
Jao gap (Jao et al. 2018), which is clearly visible in both diagrams, showing the high precision of the XPSP in these bands.

while the one in the right panel is based on a combination of
three C1M passbands. In both diagrams all the sequences typi-
cal of CMDs of the solar neighbourhood are very well dened,
including the various WD subsequences (see Sect. 6.3, and ref-
erences therein). The extremely subtle feature on the lower main
sequence known as the Jao gap is clearly visible in both diagrams
(Jao et al. 2018; Jao & Feiden 2020; Gaia Collaboration 2021a).
This suggests that the precision of C1 XPSP is comparable to
that achieved with the Gaia broadband system, as dened by
Riello et al. (2021).

5. Performances verication experiments

In this section, we show a few examples of performance veri-
cation of XPSP against real science goals. In particular, we show
that, in some cases, XPSP can be used to trace multiple popula-
tions (MPs) in GCs, or to estimate metallicity (also for extremely
metal-poor stars) and even the abundance of α elements. It is also
shown that XPSP can be used to identify emission line sources
(ELS) with accuracy similar to that achieved from direct analy-
sis of XP spectra. We discuss a further example of application in
Sect. 6.3, namely classication of WDs.

5.1. Multiple populations in globular clusters

In the last four decades, the concept of GCs as a coeval
and homogeneous simple stellar population has dramatically
changed thanks to the discovery of star-to-star abundance
variations in almost all GCs, which produce multiple photo-
metric evolutionary sequences in the CMD (Bastian & Lardo
2018; Gratton et al. 2019, and references therein). These MPs
can therefore be studied not only with spectroscopy, but
also with high-quality photometry (see, e.g. Piotto et al. 2007;

Milone et al. 2012, 2013, 2015; Lee 2019). In particular, UV
passbands are sensitive to the deep CN molecular bands at
388 nm (Pancino et al. 2010; Sbordone et al. 2011), and there-
fore stars with normal and enhanced N can be eciently sepa-
rated photometrically (e.g. Yong et al. 2008; Lardo et al. 2011;
Carretta et al. 2011, and references therein). About 20% of
GCs also show multiple photometric sequences in CMDs not
involving the U band, which are the result of dierent He and
C+N+O abundances (Pancino et al. 2000; Sbordone et al. 2011;
Milone et al. 2015; Monelli et al. 2013).

Here we use MPs in GCs to demonstrate the performance
of the JKC synthetic standardised photometry presented in
Sect. 3.2. For this purpose, we tested all the GCs selected for
other performance verication cases (Sect. 5.2), complemented
with a selection of half a dozen GCs hosting spectacular and
well-studied MPs. In each GC, we selected the sample stars
using the membership probability by Vasiliev & Baumgardt
(2021, >0.9). In doing so, we implicitly adopted their care-
ful and complex selection on the quality of the Gaia astrom-
etry based on RUWE, the IPD parameters, and other indicators
(see their Sect. 2). This selection appears in grey in Fig. 24.
We further selected stars according to the following criteria
(see also Sect. 3.2): (i) |C ∗ | < σC∗ (Riello et al. 2021,
Sect. 9.4); (ii) RUWE< 1.4; (iii) IPD_frac_multi_peak< 7;
(iv) IPD_frac_odd_win< 7; and (v) β< 0.2 (Riello et al. 2021,
Sect. 9.3). This selection appears in red in Fig. 24. We note that
of all the applied selections, only the one on β really makes a dif-
ference, because selections on the other parameters were already
explicitly or implicitly applied by Vasiliev & Baumgardt (2021).

In the top panels of Fig. 24, we compared the V , B −
V synthetic standardised photometry with the ground-based
photometry by Stetson et al. (2019) for M2 (NGC7089), a
GC well-known for hosting an anomalous RGB, contain-
ing a few percent of the stars redder than the main RGB
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(Lardo et al. 2012, 2013). As can be noted, the sample selected
with the Vasiliev & Baumgardt (2021) membership and quality
criteria (in grey in the gure) displays a ‘wind’ of stars that
are bluer than the red giant branch that is not present in the
Stetson et al. (2019) photometry. This is caused by the fact that
the typical seeing in the Stetson et al. (2019) data was of about
1.0′′, while the typical aperture of XP spectra is of 3.5′′ × 2.1′′.
The Gaia XP synthetic photometry therefore suers more from
crowding and blending eects. Additionally, the Stetson et al.
(2019) photometry is obtained by PSF tting and with sophisti-
cated deblending routines, while in DR3 no detailed deblending
has been performed. Future Gaia releases will tackle blending
and contamination with ad hoc processing pipelines, but in Gaia
DR3 we can use several indicators of crowding, such as the β

parameter dened by Riello et al. (2021). If we further select the
sample as described above (red stars in Fig. 24), a cleaner RGB
is obtained, but at the expense of completeness. In any case, in
both the ground-based and the Gaia XPSP CMDs the anoma-
lous branch is clearly visible as a sparsely populated sequence
'0.2mag redder than the main RGB, which demonstrates the
very high performance of the synthetic photometry presented
here.

In order to investigate the case of the U band, we adopt the
colour index CUBI (dened as (U − B) − (B − I), Monelli et al.
2013) that combines and amplies the eect of the variations
in both N and He. The bottom panels of Fig. 24 show the
case of NGC6752. In the ground-based photometry, the pres-
ence of MPs is indicated by the well-separated RGBs, while in
the synthetic photometry the separation is not so clearly visi-
ble, but the MP presence is clear because of the large width of
the RGB (>0.1mag) compared to the typical photometric errors
(<0.03mag, see Sects. 3.2 and 3.3). As in the case of M2, a fur-
ther selection including β is necessary (red points in Fig. 24)
in the synthetic photometry in order to clean the sample of
untreated blends, also at the expense of completeness. We would
like to highlight that NGC6752 is among the closest GCs (less
than 4 kpc) and is one of the cases in which MPs can be more
clearly identied using XPSP. Another iconic GC, NGC1851,
which is more distant, very compact, and displays a rather com-
plex RGB substructure in the ground-based U-band CMD (see
Fig. 10 by Stetson et al. 2019), does not clearly reveal any sub-
structure in the synthetic Gaia U-band and CUBI CMDs. This
is likely because (i) the Gaia wavelength range does not fully
include the U-band (as discussed in Sects. 2.2.2 and 3.3); (ii) the
cluster is more compact than NGC6752, with a half-light radius
of rh = 0.51′, to be compared with rh = 1.91′ for NGC6752
(Harris 1996), thus crowding eects are necessarily expected to
produce a stronger eect on NGC1851(see also Pancino et al.
2017); and (iii) the treatment of blending and contamination
introduced inGaia EDR3 (Riello et al. 2021) is still not the com-
plete treatment planned for Gaia DR4. We also note that there is
a zero-point oset between the XPSP and the ground-based pho-
tometry in the U band that varies from GC to GC (0−0.2mag).
This is also likely caused by the above eects and is also due in
part to the fact that the ground-based photometry Stetson et al.
(2019, see in particular their Fig. 4; see also Appendix E, below)
is based on a collection of images taken with dierent facilities
and lters, and that the U-band is notoriously dicult to stan-
dardise (Altavilla et al. 2021).

In conclusion, the BVRI XPSP is of very high quality
already, even for relatively distant GCs, in spite of the fact that
the treatment of blends is not yet fully implemented in Gaia
DR3, provided that one carefully selects the stars whilst consid-
ering parameters such as β (Riello et al. 2021). In the case of the

Fig. 24. Top panels: ground-based V , B − V photometry of M2 (left,
Stetson et al. 2019) and the corresponding synthetic Gaia photometry
(right). The samples selected using the Vasiliev & Baumgardt (2021)
criteria are plotted in grey, while the ones further selected with the cri-
teria described in Sect. 5.1 are plotted in red. Bottom panels: similar to
the top panels, but for the case of the V , CUBI CMDs of NGC6752.

U-band, the photometric performance is unavoidably lower than
what is needed to study these ne details. Further improvements
are eagerly awaited in the next Gaia releases.

5.2. Metallicity from the Strömgren system

The Strömgren index m1 = (v − b) − (b − y) has been widely
used as a tool to infer the metal abundance of giant stars (see
e.g. Richter et al. 1999; Anthony-Twarog & Twarog 2000). To
explore the ecacy of our synthetic Strömgren photometry in
recovering this parameter, we selected a sample of Galactic
globular and open clusters (OCs), for which high-resolution
spectroscopic [Fe/H] estimates exist. We determined their mean
metallicity from Gaia XPSP by adopting the m0 − (v − y)0–
[Fe/H] relation provided by Calamida et al. (2007, based on
GCs) for RGB stars, where m0 and (v − y)0 are the de-reddened
version of the m1 index and the (v − y) colour, respectively.
It worth noting that such a relation is based on photometry
that is calibrated on the same list of standards upon which our
standardised XPSP ultimately relies, namely that provided by
Crawford & Barnes (1970, see Sect. 4.1). The extinction law by
Cardelli et al. (1989), which provides Av/AV = 1.397, Ab/AV =

1.240 and Ay/AV = 1.005 as extinction coecients, has been
adopted to correct the Strömgren magnitudes for reddening. The
12 selected GCs span a metallicity range from [Fe/H]∼−2.5
to [Fe/H]∼−0.7. To extend this range towards higher values,
we included four metal-rich OCs with metallicities in the range
−0.2< [Fe/H]<+0.4. In order to homogeneously select red giant
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Fig. 25. Left-hand panel:Gaia CMD for the globular cluster NGC5272.
Red symbols indicate the giants for which a metallicity estimate was
derived by means of the synthetic Strömgren photometry. Right-hand
panel: metallicity distribution inferred from the synthetic m0 index for
the selected stars. The vertical red line marks the 2.5σ-clipped mean
value of [Fe/H]=−1.59 (σ = 0.14). The cluster spectroscopic metallic-
ity as quoted in Carretta et al. (2009) is [Fe/H]=−1.50 ± 0.05.

stars in the analysed stellar clusters, we focused our analysis on
all the stars from the red giant branch tip down to about 4mag
fainter, and manually excluded obvious asymptotic giant branch
(AGB) stars. Quality cuts were applied to the selection in order
to select stars with −0.03 < C∗ < 0.03. Finally, the stellar mem-
bership to the GCs was ensured by setting a minimum member-
ship probability as determined by Vasiliev & Baumgardt (2021)
of 90%. This typically led to samples of several tens, or hun-
dreds, of stars per cluster. Figure 25 summarises an example
of such a procedure, by showing the Gaia CMD of the globu-
lar cluster NGC5272 in the left-hand panel, by highlighting the
selected targets with red symbols, and by reconstructing their
metallicity distribution derived from the synthetic Strömgren
index m0 in the right-hand panel.

The list of 12 GCs includes NGC104, NGC288, NGC362,
NGC4590, NGC5272, NGC6205, NGC6218, NGC6341,
NGC6752, NGC7078, and NGC7099. Their spectroscopic
metallicity is taken from the homogeneous scale provided by
Carretta et al. (2009), while we adopt the values provided in
Harris (1996, with the 2010 update, available at https://

physics.mcmaster.ca/~harris/mwgc.dat) for the extinc-
tion. The clusters have in any case been purposely selected
among the low-extinction ones. The additional four open
stellar clusters are NGC2506, NGC6791, NGC6819, and
M67. Their spectroscopic metallicity and reddening are taken
from Carretta et al. (2004), Bragaglia et al. (2014, 2001), and
Zhang et al. (2021), respectively. The membership probabil-
ity of the stars of these clusters is instead taken from
Cantat-Gaudin et al. (2020). Figure 26 shows the one-to-one
comparison between the spectroscopic metallicity and the 2.5σ-
clipped mean metallicity determined from our Strömgren pho-

Fig. 26. Spectroscopic metallicity vs. photometric metallicity derived
from the synthetic m0 Strömgren index. The colour-coding indicates the
age of each star cluster. Error bars are smaller than the symbol size.

tometry for the 16 star clusters, which are colour-coded accord-
ing to their age. The error bars correspond to the error on the
mean of each cluster metallicity distribution. Clusters ages are
taken from VandenBerg et al. (2013) for the GCs, and from
Bossini et al. (2019) for the OCs.

From Fig. 26, it is clear that while the comparison for the
GCs is good, the OCs are systematically oset by about 0.4 dex.
Among these, the best behaved is NGC6791, which is the oldest
(t = 8.4Gyr). When interpreting these results, we should bear in
mind that the colour of a giant star depends primarily on metal-
licity, but also on age. The sample of OCs has been chosen in
such a way as to sample the high-metallicity part of the [Fe/H]
distribution, and consists of systems that are much younger than
the GCs used by Calamida et al. (2007) to calibrate their rela-
tion, that is, younger by between 4 and 10Gyr. Therefore, the
systematic oset of the OCs is likely due to this intrinsic age
dierence rather than to a poor sensitivity of the Calamida et al.
(2007) relation at this high [Fe/H] (which is an eect that could
nevertheless still contribute). As supporting evidence, we note
that the observed oset goes in the direction of our interpreta-
tion, in the sense that young OCs have intrinsically bluer RGBs,
thus mimicking an old and more metal-poor population.

To assess the precision and accuracy of the metallicity esti-
mates obtained via synthetic photometry, we therefore restricted
our analysis to the GCs sample, nding rather good results.
The mean dierence between our photometric estimates and
the spectroscopic values is 0.02 dex, with a dispersion of
0.08 dex. Such a dispersion closely matches the ndings by
Calamida et al. (2007), who quote a precision for their relations
of ∼0.1 dex. As a last remark, the nominal error on the mean
metallicity obtained from the synthetic Strömgren photometry
is quite small (because of the large number of available stars),
and ranges from 0.01 dex in the case of NGC104 up to 0.04 dex
for NGC7099 (i.e. from the more metal-rich to the more metal-
poor GCs). This in turn means that, in the considered case, the
dominant contribution to the observed dispersion comes from
the precision of the m0 − (v − y)0–[Fe/H] relation itself.
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Another way of testing the performance of our synthetic
Strömgren photometry in determining the metallicty of giants
is to directly compare with the spectroscopic measurements for
nearby stars from large surveys such as GALAH (Buder et al.
2021) and APOGEE (Ahumada et al. 2020). To do so, after
cross-matching Gaia DR3 sources with GALAH DR3 and
APOGEE DR16, we select giants by requiring the spectroscopic
log g measurements of our sample to be smaller than 2.5 (this
is a strict selection, excluding lower RGB stars). After inspect-
ing the Gaia HR diagram of these giants (which we obtained by
correcting the observed magnitudes for reddening and distance
using Gaia DR3 parameters), a further cut at MG < 4.5 was
applied to exclude obvious dwarfs with likely uncertain log g. To
avoid the inclusion of highly reddened sources, we also imposed
0 < E(GBP−GRP) < 0.1. Finally, a quality cut at −0.1 < C∗ < 0.1
was required to exclude low-quality Gaiameasurements. We are
then left with a sample of 3202 giants in common with GALAH
DR3, and 5573 giants in common with APOGEE DR16 (all of
these are located at a mean distance of ∼2 kpc, with σ ∼ 1 kpc).

The upper panel of Fig. 27 shows the dierence between
the GALAH spectroscopic metallicity and that derived from the
Strömgren m0 index, as a function of the former. Overall, the
agreement looks reasonable. The mean value of the distribution
is ∆[Fe/H] = 0.33, with a dispersion of σ = 0.25. The distri-
bution itself shows a positive trend for higher metallicity and
attens for [Fe/H]GALAH < −0.5. Such a trend is consistent with
the age eect that has already been observed and discussed for
the star clusters (see Fig. 26). More metal-rich stars are likely
among the youngest of the sample, and the Calamida relation
tends to underestimate their metallicity, while still performing
reasonably well for the stars that are older and more metal-poor.
Unfortunately, the GALAH sample is intrinsically lacking in
metal-decient stars, meaning that we cannot robustly test the
behaviour at lower metallicity. For the sake of cross-validation,
the second-row panel of Fig. 27 shows the dierence between
the photometric metallicity estimated from XP spectra by Gaia
GSP-Phot (Andrae et al. 2023) and that coming from the syn-
thetic Strömgren photometry, as a function of [Fe/H]GALAH. In
this case, the agreement is even better, with a mean dierence of
∆[Fe/H] = 0.16 and a somewhat tighter dispersion σ = 0.20.

The lower panels of Fig. 27 show the same kind of compari-
son, with the metallicity measurements coming from APOGEE.
The behaviour is very similar to that described for GALAH. The
mean dierence between the spectroscopic and the Strömgren
metallicity is ∆[Fe/H] = 0.27, with a dispersion of σ = 0.25
and a similar positive trend. As in the previous case, the com-
parison improves when using Gaia GSP-Phot measurements as
a reference, as the mean dierence drops to ∆[Fe/H] = 0.14 with
a dispersion of σ = 0.30. Consistency within ' ±0.2−0.3 dex is
also achieved in comparison to Gaia GSP-Phot metallicity.

Our analysis is particularly relevant in the case of distant
sources, especially in the metal-poor regime. These are the
cases where our primary source of metallicity from XP spec-
tra encounters some limitations, while otherwise, GSP-Phot pro-
vides astrophysical parameters with good accuracy for the large
majority of stars (Andrae et al. 2023; Fouesneau et al. 2023).
For example, when estimating the mean metallicity of the GCs
analysed above, GSP-Phot provides values that tend to signif-
icantly overestimate the metal content of these stellar systems.
Hence, when robust estimates of the extinction exist, metallicity-
sensitive distance-independent colour indices obtained from syn-
thetic photometry from XP spectra, like that presented here and
in the following sections, can provide an useful alternative solu-
tion that is highly complementary to GSP-Phot.

Fig. 27. Top panel: dierence between the spectroscopic metallicity
from GALAH DR3 and that coming from our synthetic Strömgren m0

index. The red lines mark the mean value and the 1σ dispersion. Sec-
ond panel: same but withGaiaGSP-Phot metallicty instead of that from
GALAH. Third panel: dierence between the spectroscopic metallicity
from APOGEE DR16 and that coming from our synthetic Strömgren
m0 index. The red lines mark the mean value and the 1σ dispersion.
Bottom panel: same but with Gaia GSP-Phot metallicity instead of that
from APOGEE.

5.3. Metallicity from the C1 system

Metallicity and α-element abundance information is more dif-
cult to retrieve than temperature and surface gravity (see
Sect. 4.4). Abundances leave an imprint in the spectra in narrow
ranges of wavelength, and narrow passbands are more sensitive
to uctuations in the spectra. Nevertheless, metallicity and even
the α-element abundance can be studied with the C1 system.
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Fig. 28. α-element abundance ([α/Fe]) as a function of global metal-
licity ([M/H]) of the main sequence stars (log g > 4.0 dex) and good
quality ags (the rst 13 digits in flags_gspspec equal to zero).
All parameters were derived by GSP-Spec (Recio-Blanco et al. 2023c).
Colour indices show the values of the colour C1M395−C1M410
(top panel), which is changing due to the α abundance and
C1M326−C1M410 (bottom panel), which depends more on the global
metallicity. Contours indicate density dropping by factors of 5.

For example, Fig. 28, where spectroscopic metallicities and
[α/Fe] values are taken from GSP-spec19 (Recio-Blanco et al.
2023c), shows that when the pseudo-continuum at C1M410 is
compared with C1M395 aected by CaII HK lines, we see a
dependence with [α/Fe] abundance. On the other hand, when the
same C1M410 pseudo-continuum passband is compared with
C1M326 (measuring the UV Balmer jump), this colour index
has a stronger variation with metallicity ([M/H]) than with [α/Fe]
abundance. It is interesting to note that these passbands are able
to trace chemical composition in spite of the fact that they sam-
ple a critical region of the XP spectra.

Using well-studied open and globular clusters we can test
the relationship between chemical abundances and C1M colour
indices. Figure 29 shows the colour C1M515−C1B431 plotted
against C1M395−C1M410, which is able to separate dierent
metallicities. Only sources with total uncertainty σC < 0.02mag
were plotted in the gure, where

σC ≡


σ2
C1M395 + σ2

C1M410 + σ2
C1M515 + σ2

C1B431. (19)

The C1 synthetic photometry in Fig. 29 has been cor-
rected from reddening eects using the relationships included
in Appendix H. The absorption values used to perform this cor-
rection were obtained from literature estimates (Harris 1996 for

19 GSP-spec is the DPAC/CU8 Apsis module designed to derive chem-
ical abundances from Gaia RVS spectra (Recio-Blanco et al. 2023c).
Here, to select well-measured abundances we considered only stars with
the rst 13 digits in flags_gspspec equal to zero. We note that very
similar results as those shown in Fig. 28 are obtained if APOGEE DR16
abundances are used instead of GSP-spec ones.

Fig. 29. C1 colour–colour diagram sensitive to global metallicity for a
set of clusters corrected for reddening using AX absorption values in that
passband derived as indicated in Appendix H. Lines represent the sim-
ulations performed using the BTSettl library (Allard et al. 2013; with a
line colour depending on the global metallicity, [M/H]). Solid squares
represent the stars in GCs and empty triangles the stars in OCs, all of
them with their error bars. BTSettl models with log g = 2.0 are plotted
for GCs, and log g = 3.0 for OCs.

M 30, NGC6752, and NGC104 GCs, Fritzewski et al. 2019 for
NGC3532, and Taylor 2006a for M44 OCs).

The lines in Fig. 29 show the iso-metallicity lines derived
from the BTSettl library (Allard et al. 2013). In the low metal-
licity range, the BTSettl lines were derived using a surface grav-
ity value equal to log g = 2.0, as only the giant stars in the GCs
can be observed with enough accuracy in this colour–colour dia-
gram. For higher metallicity, a value equal to log g = 3.0 was
used. As can be seen in Fig. 29, each cluster follows a metallic-
ity track. Therefore, we can conclude that, as we have also seen
for temperature and surface gravity, the XP spectra (and there-
fore the synthetic photometry) allow us to discriminate between
the abundance eects present in the spectra.

The same diagram used for clusters in Fig. 29 can also be
used for eld stars. In Fig. 30 we show an example of this with a
set of sources selected to compare with the results obtained with
GSP-Phot (Andrae et al. 2023). We include sources with log g >
4 dex, AG < 0.005mag, and σC < 0.02mag from Eq. (19). The
results of this cross-validation test are satisfactory.

5.4. Very metal-poor stars

In this section, we push the metallicity analysis one step further
into the lower metallicity star regimes, that is, [Fe/H]<−2 dex.
The more metal-poor the star, the more pristine it is. Ultra-metal
poor (UMP) stars ([Fe/H]<−4 dex) belong to the earliest gen-
erations of stars formed in the Universe. Because of their very
low abundance in metal elements, they are critical anchors to
address questions on the formation of the rst generation of
stars, the (non-)universality of the initial mass function (IMF),
the early formation stages of galaxies, and the rst supernovae
(e.g. Beers & Christlieb 2005). However, the minimum metal-
licity at which low-mass stars can form is still an open ques-
tion (see Greif 2015, and references therein). Only 42 UMPs are
known to date in our Galaxy despite simulations predicting mul-
tiple thousands of them (Karlsson et al. 2013). These stars are
scarce objects, and are relatively faint sources because of their
low masses. Finding them is therefore a challenge, and we are
limited to mostly nding them in our Galaxy.
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