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ABSTRACT.

The paper describes laboratory test procedures and the methodology for calibration and stochastic modeling of inertial sensor, with application to the laser-gyro.

The calibration consists in the parameter estimation for deterministic modeling of the sensor. By using a three axes test table, it's shown, that a rate test positive and negative from each one of the axes of the table is enough to estimate the model's parameters.

The stochastic model is obtained with two different techniques; by a description of in-run drift and by Time Series Analysis (TSA).

INTRODUCTION.

This paper presents the methodology, laboratory test procedures and techniques for calibration and stochastic modeling of a laser-gyro.

The laser-gyro used is a Ferranti's ring laser gyro (RLG) type 160-200-002.

The RLG is an unconventional gyro which is particularly well matched to the strapdown environment. The theory for operation of this device has been detailed in the literature [1-4].

Theorically the laser gyro is an ideal single-degree-of-freedom floated gyro, with errors associated with mass properties removed.

The laser-gyro model is:

\[ \frac{N}{\Delta t} = (S_\omega + S(\omega_\infty)) \omega_\infty + D \]  

where:

- \( N \): number of pulses in the \( \Delta t \) time.
- \( \Delta t \): period of the test of pulses.
- \( S_\omega \): nominal scale factor.
- \( S(\omega_\infty) \): scale factor error (no-linearity) function of \( \omega_\infty \) (multiplicative error).
- \( \omega_\infty \): input angular rate.
- \( D \): drift error (additive error).

\[ D = D_F + D_T + \omega \text{ where: } D_F \text{ is "fixed" drift error.} \]

The gyro is mounted on a three axes test table (figure-1). The tests are rate-test and multiposition static test. The temperature and ambient conditions are constant for each test. The coordinate frames for the problem (the local frame and the gimbal frame) are defined:

- local frame \( \{K, N, U\} \): orthogonal frame from local East, North and Up.
- gimbal frame \( \{\hat{q}, \hat{q}, \hat{q}\} \): orthogonal frame tied to the inside gimbal. \( \hat{q} \) is
about inside axis of the table.

In the gimbal frame the input axis of the gyro is defined by three cosines \((\delta_x, \delta_y, \delta_z)\). The input rate is:

\[
\omega_{in} = \delta_x \omega_x + \delta_y \omega_y + \delta_z \omega_z
\]  

(2) where \(\omega_x, \omega_y, \omega_z\) are the rate in the gimbal frame.

The objective of the calibration is to determine the nominal scale factor \((S_o)\), the fixed drift \((D_F)\), the cosines \((\delta_x, \delta_y, \delta_z)\), and the parameters of the scale factor errors \(S(\omega_{in})\).

This parameters are determined for different temperatures, so the tests are repeated for different temperatures.

The procedure (figure 2) consist of two parts. In the first part, the fixed drift, the cosines and a value for scale factor are estimated. In the second part the scale factor \(S(\omega_{in})\) is identified by a function of the input rate.
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Estimation of the cosines and the fixed drift.

The test-table is adjusted in a position where the gimbal frame coincide with the local frame. In this position the table is rotated in CW and CCW about each axe. In order to consider the same scale factor the tests are performed with a constant absolute value input rate.

The parameters \(S \delta_x, S \delta_y, S \delta_z, SD_F\) are determined in a least square sense applying linear regression techniques by the equation:

\[
\frac{N}{\Delta t} = (S \delta_x) \omega_x + (S \delta_y) \omega_y + (S \delta_z) \omega_z + (SD_F)
\]  

(3) where:

\(N\) : number of pulses of the gyro for a period of pulses rotation.

\(\Delta t\) : period of the axis rotation.

\(S\) : nominal scale factor.

\(\delta_x, \delta_y, \delta_z\) : cosines.

\(D_F\) : fixed drift.

\(\omega_x, \omega_y, \omega_z\) : rate about each table axis in gimbal frame.

We use the constrained:

\[
\delta_x^2 + \delta_y^2 + \delta_z^2 = 1
\]  

(4) And then we can estimate \(S, D_F, \delta_x\), \(\delta_y, \delta_z\) by:

\[
S = \sqrt{(S \delta_x)^2 + (S \delta_y)^2 + (S \delta_z)^2}
\]

\[
D_F = (SD_F)/S
\]

\[
\delta_x = (S \delta_x)/S
\]

\[
\delta_y = (S \delta_y)/S
\]

\[
\delta_z = (S \delta_z)/S
\]

Table-1 has the result for a simulated laser-gyro.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S \delta_x)</td>
<td>0.38481</td>
<td>0.38096 - 0.38866</td>
</tr>
<tr>
<td>(S \delta_y)</td>
<td>66331.42</td>
<td>66331.41 - 66331.42</td>
</tr>
<tr>
<td>(S \delta_z)</td>
<td>66331.41</td>
<td>66331.41 - 66331.42</td>
</tr>
<tr>
<td>(SD_F)</td>
<td>113488.3</td>
<td>113488.3 - 113488.3</td>
</tr>
</tbody>
</table>

\[\text{RSS} = 0.527 \text{ E-3}\]
\[\text{RMS} = 0.267 \text{ E-3}\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate value</th>
<th>Optimist (\alpha)</th>
<th>Pessimist (\alpha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S)</td>
<td>131046</td>
<td>0.00355</td>
<td>0.00376</td>
</tr>
<tr>
<td>(\delta_x)</td>
<td>0.3535535</td>
<td>4.94375 E-9</td>
<td>2.51833 E-9</td>
</tr>
<tr>
<td>(\delta_y)</td>
<td>0.3535534</td>
<td>4.94375 E-9</td>
<td>2.51833 E-9</td>
</tr>
<tr>
<td>(\delta_z)</td>
<td>0.860254</td>
<td>5.1517 E-9</td>
<td>4.9545 E-9</td>
</tr>
<tr>
<td>(D_F)</td>
<td>0.29311E-5</td>
<td>1.4245 E-6</td>
<td>1.4245 E-6</td>
</tr>
</tbody>
</table>

Table-1

If it is used the Marquard non-linear estimation procedure with the table-1 values as initial values but without the constrained (4) then the final values of the non-linear procedure are more distant of the real values than the initial values. If it is used the constrained (4) in the non-linear procedure then it is not finded a trend of search and the final values of the procedure are the initial values.
The fixed drift is reestimated by a multi-position static test. The test-table is oriented in a number of predetermined positions. The measure gyro are compensated for the scale factor and the cosines. The fixed drift is calculated for each position by:

$$D_F = \frac{N\Delta t}{S} - (\delta \omega_x + \delta \omega_y + \delta \omega_z + D_F)$$  \hspace{1cm} (5)$$

where $\omega_x, \omega_y, \omega_z$; is the earth rate in gimbal frame.

The final estimate of $D_F$ is obtained by averaging of the fixed drift calculate for every position.

Identification of the scale factor.

In order to determine possible non-linearities of the scale factor, tests are performed at various rotation rates of the test-table.

For each rate the scale factor is calculated by

$$S = \frac{N\Delta t}{D_F + \omega_{in}}$$ \hspace{1cm} (6)$$

where $\omega_{in}$ is the gyro input rate.

The scale factor versus the input rate is drew and adjusted.

The figure-3 show the scale-factor for the simulated laser-gyro of the table-1.
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METHODS OF DESCRIBING THE IN-RUN DRIFT.

The steps to follow for describing the in-run drift are:

- Data acquisition and conversion into a form suitable for further processing.
- Preprocessing:
  - Qualitative analysis: test for stationarity and randomness.
  - DC component and trend removal.
  - Calculation of statistical parameters.
- Time plots (description of the switch-on transients).
- Data analysis:
  - Spectral analysis (description by spectral density plots).
  - Covariance analysis (description by autocorrelation functions).
  - Standard deviation versus time analysis (description by sigma plot).

Data acquisition:

The gyro is fixed on a test-table with constant temperature and ambient conditions.

For the laser gyro the output is in the form of pulses, each pulse representing a fixed angular increment. These pulses are fed to an up-down counter, which is reset (and its output stored) at fixed time intervals.

The output is recorded on a magnetic tape as a series numbers, each number representing an angle increment over a fixed period of time.

The sample time must be small enough to enable the detection of the maximum frequency of interest, but not smaller.

Preprocessing:

The stationarity of the record data gyro is tested with the run test [7].

The randomness is analysed in the time domain by inspection of the frequency histograms of the data records. To investigate the randomness of the data, the $x^2$ (goodness of fit) test has been executed on the data [7].

The mean value, standard deviation and average slope are calculated. Then, the measured data are filtered by the following algorithm [5] (removal of DC component and linear trend):

$$x_i = v_i - \bar{v} - \alpha (i-N/2) \Delta t$$  \hspace{1cm} (7)$$

with $\Delta t$ the sampling interval, $\bar{v}$ the mean value, $\alpha$ the average slope, N the number of data and $\{v_i\}_{i=0}^{N-1}$ the record data.

Description of the switch-on transients (time plots):

The plot of the angular rate error (or angular error) is a useful way, and indeed the only way, of observing the switch-on transients. Switch-on transients occur with different time constants.

Graphs for different sampling time are made. Each of these graphs is studied, to decide whether any of them shows a switch-on transient, and to decide by inspection, what form of function best fits the transient.
Afterwards the approximate parameters of the function are determined.

Power Spectral Density and autocorrelation function:

Two approaches to further quantifying the variability of sensor drift rate are the autocorrelation function (ACF) and its associated power spectral density (PSD) [8].

The ACF, \( R_x(\tau) \), directly indicates the time domain variability of the drift term.

The PSD, a frequency domain characterization of the drift, is the Fourier transform \( G(f) \) to \( R_x(\tau) \).

The PSD data presented in this paper makes use of the Hamming window.

Standard deviation versus time plots:

This is the method of describing random drift which is most frequently of greatest value to the user.

A very good rigorous treatment is described by Sargent and Wyman [9], and examples for different gyro's are found in many articles [10-12].

The procedure consists in computing the standard deviation \((\sigma^2(t))\) of data for different sample time. The relationship with PSD is:

\[
\sigma^2(t) = 4 \int_{0}^{\infty} \frac{G(f)}{(2nf)^2} \cos(2\pi ft) df
\]

CHARACTERISATION OF RLG IN-RUN DRIFT.

By the above techniques, the random noise of the Ferranti's RLG type 160-200-002, having a scale factor of 1.574 sec/pulse, has been characterized.

The gyro is assembly on a testable with the input axes vertical. The sense rate is:

\[
\omega = \frac{\sin L}{\cos L} \tag{9}
\]

with:

\( \omega \): Earth's rate = 15 sec/sec.

L: Latitude = 40°32'51" (Latitude of Madrid).

Table 2 show statistical values for a typical record with a sample time of 1 second and 15 hours runs. It is noticed a little ramp with a slope about 10°, what it's discarded in short time application.

<table>
<thead>
<tr>
<th>Mean Value</th>
<th>6.344 pulses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation</td>
<td>0.539 pulses</td>
</tr>
<tr>
<td>Average slope</td>
<td>-0.18E-6 pul/sec</td>
</tr>
</tbody>
</table>

Table-2

The study of time plots does not show switch-on transients.

Figures 4, 5 and 6 shows PSD, ACF and \( \sigma \)-plot for this record. The noise observed are:

- A rate white noise (angle random walk) of 0.22 pulses/sec \( \Delta \theta \) = 0.0059°/hr \( \Delta \theta \).

It corresponds to the \( \tau^{1/2} \) slope segment of \( \sigma \)-plot and \( \Delta \theta \) slope segment of PSD plot. It is the error in the beat frequency caused by the dither rate going into and out of lock-in with random phase.

- Angle quantization. It results from resetting an integrator each time its output reaches a preset value \( \Delta \theta \). The root mean square (rms) angle value is \( \Delta \theta^2 \Delta \theta / \sqrt{3} \), since there is quantization uncertainty both at the beginning and at the end of each quantization period. Dither spillover also contribute to the quantization effect. If the output quantization is \( \Delta \theta \) and the root mean square spillover is \( \sigma \), the effect is the same as a quantization of \( \sqrt{\Delta \theta^2 + \sigma^2} \). It corresponds to the \( \tau^{1/4} \) slope segment of \( \sigma \)-plot and the \( \Delta \theta \) slope segment of PSD. If the total quantization is 1.29 pulses, and the quantization is 1 pulse then the rms spillover is 0.82 pulses = 1.29 sec.

- A pink rate noise. It corresponds to the end segment of \( \sigma \)-plot with \( \Delta \theta \) slope. For this error we cannot postulate a mechanism but it has been observed in practical measurement on various gyro types. It can be modeled by a first order Markov process, though for short time application it can despised.
The gyro drift is assumed to be a linear combination of a random bias, a rate white noise, a random ramp and a first-order Markov process (pink rate noise). This is shown in block diagram in Figure 7. The available measurements are the angular increments corrupted by a noise sequence.

The system can be represented in the form:

\[ \begin{align*}
\dot{x}_1 &= 0 \\
\dot{x}_2 &= x_1 \\
\dot{x}_3 &= -\frac{1}{T} x_3 + \omega_c \\
\dot{x}_4 &= x_2 + x_3 + \omega_r \\
\end{align*} \]  

(10)

\[ z(t) = x_4(t) + r(t) \]

with the same reset for the last integrator.

The difference between the two models is minimized by lightly adjusting the process noise.

These models are validated by simulation and test in Kalman filters.

Figure 9 shows a \( \sigma \)-plot for a simulation of model (10), and figure 10 show \( \sigma \)-plot for model (11). The difference is a little ramp at end of the \( \sigma \)-plot.

It is shown that for short-time application the model (11) is enough. The rate ramp and the pink rate noise are evident in long-time, and they are despised in short-time application.

\[ \begin{align*}
\dot{x}_1 &= 0 \\
\dot{x}_2 &= x_1 + \omega_r \\
\end{align*} \]  

(11)

MODELING BY TSA.

The Time Series Analysis approach consist of: 1) identification of the model structure, 2) estimation of the model parameters, and 3) diagnostic checking of the residuals for white Gaussian noise properties. These procedures are described in [13-15].

Table 3 show the models for a record with a sample time of 1 second.
\[ z_k = \phi_1 z_{k-1} + \phi_2 z_{k-2} + \alpha_k \cdot \theta_1 \theta_{k-1} \]

\[ \phi_1 \quad \phi_2 \quad \theta_1 \quad \alpha \quad \sigma^2 \]

MA(1) - - 0.436 0.098 0.223

ARMA(2,1) -0.381 -0.146 0.0543 0.253 0.222

Table 3

The ARMA(2,1) model needs five or six state variables for a shaping filter. Further, the ARMA(2,1) model is not better that the MA(1) model in a lot of applications.

A state variable representation of the MA(1) model is alike to model (11).

CONCLUSIONS.

The deterministic errors are calibrated. By using a three axes test table. The procedure consist of two parts. In the first part are estimated the fixed drift, the cosines and a value for scale factor. In the second part the scale factor non-linearities error is identified by a function of input rate.

The stochastic model is obtained from a description of in-run drift and from Time Series Analysis.

The characteristics of laser-gyro are: a rate white noise, an angle quantization, a pink rate noise and a ramp.

A enough model for many applications (short-time applications) is a model with the rate white noise and the angle quantization.

With TSA the models obtain are on ARMA(2,1) and a MA(1). The MA(1) is enough for many applications. The state variable representation is alike a model with the rate white noise and the angle quantization.
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