
Simulation Modelling Practice and Theory 117 (2022) 102501

A
1
(

C
p
V
D
2

A

K
C
H
M
O
S

1

M
d
E

(
c
F
d
c
d
a

h
R

Contents lists available at ScienceDirect

Simulation Modelling Practice and Theory

journal homepage: www.elsevier.com/locate/simpat

yber–physical system modeling with Modelica using message
assing communication
ictorino Sanz ∗, Alfonso Urquia
pto. de Informática y Automática, E.T.S.I. Informática, Universidad Nacional de Educación a Distancia (UNED), Juan del Rosal, 16,
8040, Madrid, Spain

R T I C L E I N F O

eywords:
yber–physical systems
ybrid systems
odelica
bject-oriented modeling
imulation

A B S T R A C T

Modelica is an object-oriented modeling language whose design and features facilitate the
description of cyber–physical systems (CPS). Message passing communication (MPC), seen as
the transmission of impulses of information between model components, eases the description
of the discrete-event parts of CPS models. However, Modelica does not currently supports MPC.
Modelica supports an equation-based component connection rationale, where Modelica tools
automatically transform component connections into model equations, following a physical
modeling approach. The differences between MPC and Modelica connections are analyzed. A
proposal for supporting MPC in Modelica is presented, inspired by the coupled PDEVS model
communication approach. The presented MPC proposal is based on the definition of structures
to manage messages, named buffers, interface ports and communication channels. Also, an
implementation of the proposed MPC mechanism in the form of a new free Modelica library,
named MSGLib, is presented. MSGLib includes functionality to manage and dynamically store
messages, and describe component communications. Two examples, a pick and place system
and a robotic arm, are presented to demonstrate the use of the library, and its combination
with other Modelica models.

. Introduction

Cyber–physical systems (CPS) are composed of physical and computer-based (i.e., cyber) parts, which are highly interconnected.
odeling and simulation of CPS is an extensive field of research, due to their ubiquity and increasing importance [1,2]. Hybrid

ynamic models, composed of a combination of continuous-time and discrete-event dynamics, are commonly used in Control
ngineering applications for describing CPS.

The research presented in this paper is aimed to extend Modelica functionality, so that message passing communication
MPC) among model components is facilitated. MPC can be used to describe multiple types of systems where asynchronous
ommunication is used between components, such as computer networks (e.g., Ethernet, TSN) or field buses (e.g., CAN, PROFIBUS,
lexRay) commonly found in CPS. Message passing constitutes an alternative communication approach that can be used to
escribe transmission of impulses of information between model components. The MPC approach is different to the equation-based
onnections already supported by Modelica. Both communication approaches can be combined in the same model to enrich the
escription of component connections. This new functionality, combined with the rest of Modelica features, provides a versatile
pproach for describing CPS in Modelica using a single modeling language and simulation tool, facilitating the task of users and
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model developers. Additionally, MPC in Modelica serves to facilitate the combination of multiple discrete-event modeling formalisms
with the rest of Modelica functionality to describe other kind of hybrid systems.

The development of the proposed MPC mechanism is based on previous developments performed by the authors to support
arallel DEVS (PDEVS) [3] and process-oriented modeling [4] in Modelica. These developments have been used by other authors to
escribe state machines [5]. The previous work [3,4] was focused on the description of PDEVS models, while the work presented in
his paper is focused on the description of a general-purpose MPC mechanism. This new mechanism can be used to describe PDEVS
odels but it is not limited to it, as shown in the case study presented in Section 7. Also, these previous developments [3,4] imposed

everal limitations on the use of the MPC mechanism:

• The description of different types of messages required the modification of the Modelica code and the external C code used to
manage them.

• The description of collective communication between multiple components required the use of intermediate components
(e.g., the DUP model) to duplicate the messages transmitted from one source to multiple destinations.

• Similarly, an additional model (e.g., the BreakLoop model) was needed to describe communication loops, in order to break
the algebraic loop defined between the variables of the connections in the loop.

he current proposal, implemented in the MSGLib library, provides a versatile and powerful MPC mechanism without these
imitations.

The structure of the paper is as follows. The problem of supporting message passing communication in Modelica is described in
ection 2. The related work is discussed in Section 3. Next, a proposal for supporting MPC in Modelica is presented in Section 4
rom a conceptual point of view. The elements required for MPC in Modelica are presented. The MSGLib library, that constitutes the
mplementation of the proposal, is presented in Section 5. Two case studies are discussed: the support of PDEVS using the proposed
PC and its application to describe a model of a pick and place system [6] is presented in Section 6; and, in Section 7, a model of a

ix degrees-of-freedom robotic arm from the Modelica Standard Library (MSL) version 3.2.3 [7] is modified to integrate an Ethernet
etwork from MSGLib in order to show the combination of the physical modeling paradigm [8] and MPC. Finally, some conclusions
nd future work ideas are presented in Section 8.

. Problem description

Modelica is an object-oriented modeling language that supports modular and hierarchical modeling, and multiple inheritance [9].
t is designed to facilitate abstraction, and information encapsulation and hiding. Model classes can be described as composed of
nternal behavior, and interface.

The internal behavior can be described as a combination of equations, discrete-events and algorithms (i.e., sections of imperative
ssignments) [10,11]. Event conditions, based on the model state and the simulated time, are evaluated during numerical integration
n order to detect, precisely find the instant of the occurrence, and trigger events [12]. Also, some Modelica functions may trigger
vents during their evaluation [13]. Discrete-time variables can only be modified during the management of events. The management
f events can be used to efficiently handle discontinuous behavior in the models [14]. The if and when clauses can be used to select

different sets of equations, depending on the evaluation of event conditions. The sample operator can be used to trigger periodic
time events (e.g., for describing sampled systems). The pre operator can be used to obtain the value of a discrete variable or a
discrete-time expression previous to an event. Synchronous language elements, such as Clocks, have been included in Modelica to
facilitate the description of periodic control systems [15].

The interface of Modelica models can be composed of connector classes, that are used to declare interface variables classified
either as potential (by default), flow (using the flow modifier) and stream (using the stream modifier). Connections between
component connectors can be defined using connect sentences, which are automatically translated into equations by the Modelica
modeling environment [16].

The component connection rationale is different in discrete-event modeling formalisms, such as DEVS [17] and discrete-event
simulation tools such as Arena [18] (to cite only two examples of many). Model interface in DEVS and Arena is composed of ports.
DEVS models use output ports to send messages to other models, while entities in Arena use them to leave the modules. On the other
hand, DEVS models receive messages in their input ports, and entities in Arena use them to enter the modules. Thus, connecting
component ports is equivalent to establishing channels for MPC.

The description of component connections using an MPC approach is not facilitated in Modelica. Modelica’s connector class
nd connect sentence do not fully satisfy the requirements to describe the transmission of information impulses, or messages,
etween models. An approach to describe MPC using current Modelica connections is discussed next, followed by its limitations.

Messages could be described using any data structure supported by Modelica (e.g., the record class), and declared as
components of a connector. The message communication channel could be defined using connect sentences. The transmission
of a message could be described by assigning the desired values to components of the connector, at discrete instants. Also, if the
value of the new message equals its previous value, a boolean variable could be included in the connector and used to signal the
ransmission event.

Modelica follows the synchronous data-flow principle and the single-assignment rule [13]. The former indicates that ‘‘at every
ime instant the active equations express relations between variables which have to be fulfilled concurrently’’. The latter imposes that ‘‘the
otal number of equations is identical to the total number of unknown variables’’, thus a variable can only be computed using a unique
et of properly arranged (sorted) equations. These rules facilitate the symbolic manipulation of the model equations performed by
odelica tools in order to generate the executable code, and to guarantee deterministic simulations. However, the application of

hese rules when trying to describe MPC results in the following limitations:
2
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• Modelica component connections do not allow to separate the information transmitted from the communication channel, since
the connection introduces equations between the variables declared in the connectors. The variables declared in a connector
cannot be assigned with different values at the same time instant, to represent different messages that need to be transmitted
simultaneously through the same communication channel. When the number of simultaneous messages is known in advance,
simultaneous transmissions could be described using multiple connectors, or multiple variables declared in the same connector,
but this makes the development of the model more complex and error prone. For example, the solution of packet collisions
in Ethernet buses may involve immediate re-trying of the communication, thus sending multiple messages through the same
port during the same time instant.

• Similarly, collective communications with multiple sources of information at the same time (i.e., 𝑁 − 1 connections) are
not allowed due to the application of the single-assignment rule. Modelica does not allow to connect multiples sources of
messages, where the variables of the connectors are assigned with different values, to a single destination. Following the
previous example, nodes connected to the same Ethernet bus may perform simultaneous communications that lead to packet
collisions.

• The equations that describe component connections in certain system topologies (e.g., ring networks, feedback loops, and loops
of processes in logistic systems) introduce algebraic loops among discrete-time variables. For example, modeling full-duplex
communication in computer networks. Also, these topologies may require to send multiple messages through the same port
due to a chain of events propagated across the loop during the same instant, requiring to define different triggering conditions
for each event in the chain.

Additional extensions to Modelica have included language elements that can be used to describe synchronous behavior usually
ound in sampled data systems [15]. However, MPC communication is usually asynchronous and these new semantics do not get over
he mentioned limitations for describing MPC. Asynchronous message transmissions could be described using conditionally defined
lock variables, whose condition is triggered when a new message is either sent or received. However, this communication approach
oes not provide a solution for the simultaneous transmission of a previously unknown number of messages, since dynamically
hanging variables are not supported, nor the description of collective communications, since these will depend on the standard
odelica connection approach.

. Related work

Multiple effort has been performed to design and develop specific tools that support both continuous-time and discrete-event
ynamics found in CPS. This effort can be divided into:

• Discrete-event Simulators that are extended by including continuous-time and numerical integration functionality to allow the
description and simulation of continuous-time dynamics. This approach includes the use of traditional numerical integration
methods [19], DEVS-based implementations of these methods [20], or Quantized State System (QSS) integration methods [21].

• Continuous-time Simulators that are extended to facilitate the description of discrete-event models. These extensions make use of
the discrete-event detection and management functionality already supported by some tools. Some examples are the TrueTime
toolbox for Matlab/Simulink [22], or multiple Modelica libraries such as the Network Library [23], TrueTime [24] or the
Modelica_EmbeddedSystems library [25].

The application of formal methods [26,27] and multi-paradigm modeling [28] to the description of CPS has been also considered.
nother approach constitutes the development of Domain Specific Languages (DSL) that facilitate the description of systems in
articular application domains [29–31].

This effort can be further extended with the use of a co-simulation approach [32–35]. Co-simulation considers the combination
f multiple simulators, each one specialized in the description of a particular part of the CPS. This approach seeks to leverage the
pecific functionality of each tool to provide a better or easier description of the CPS. Also, it allows to combine and reuse already
vailable models of each part, facilitating the development of new models.

Many co-simulation approaches take advantage of the standardization effort that has been performed to facilitate the inter-
peration of tools, such as the High Level Architecture (HLA) [36] and the Functional Mock-up Interface (FMI) [37]. Some authors
ave also discussed about the integration [38] and combination [39] of both standards.

Co-simulation examples include the combination of NS-2, Modelica, VHDL, SystemC, Matlab, POOSL and QEMU among many
thers [32–34,40]. A detailed analysis of co-simulation applied to the description of power and ICT (Information and Communication
echnology) systems is performed in [35].

The necessity to agree on a unifying formalism to allow for conceptual composability to support collaborative ensembles for
escribing CPS is discussed in [41], but still there is not agreement on how to achieve this objective.

The Modelica language constitutes an international effort to facilitate system modeling applying the physical modeling
aradigm [8]. A detailed description of Modelica and its functionality can be found in the language specification [13]. Modelica
s widely used in academia and industry. The proposal described in this paper is oriented to improve the modeling functionality
3

rovided by Modelica in order to better fulfill the necessities found when modeling CPS.
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4. Proposal for MPC in modelica

The proposed MPC mechanism is designed to describe component connections analogously to the current Modelica connector
class and connect sentence, solving the limitations discussed. This proposal is based on the communication mechanism defined
in the PDEVS formalism [17]. PDEVS and its operational semantics are briefly introduced next to facilitate the comprehension of
the proposal.

PDEVS models can be described behaviorally, as atomic models, or structurally, as coupled models. An atomic PDEVS model is
defined by the tuple [42]:

𝐴𝑀 = (𝑋,𝑆, 𝑌 , 𝛿𝑖𝑛𝑡, 𝛿𝑒𝑥𝑡, 𝛿𝑐𝑜𝑛, 𝜆, 𝑡𝑎)

where, 𝑋 = {(𝑝, 𝑣)|𝑝 ∈ 𝐼𝑛𝑃 𝑜𝑟𝑡, 𝑣 ∈ 𝑋𝑝} and 𝑌 = {(𝑝, 𝑣)|𝑝 ∈ 𝑂𝑢𝑡𝑃 𝑜𝑟𝑡, 𝑣 ∈ 𝑌𝑝}, 𝐼𝑛𝑃 𝑜𝑟𝑡 is the set of input ports, 𝑋𝑝 is the set of possible
input values in the port 𝑝, 𝑂𝑢𝑡𝑃 𝑜𝑟𝑡 is the set of output ports, and 𝑌𝑝 is the set of possible output values in the port 𝑝. 𝑆 is the set
of sequential states. 𝛿𝑖𝑛𝑡 ∶ 𝑆 → 𝑆, 𝛿𝑒𝑥𝑡 ∶ 𝑄 × 𝑋𝑏 → 𝑆, and 𝛿𝑐𝑜𝑛 ∶ 𝑄 × 𝑋𝑏 → 𝑆 are the internal, external and confluent transition
functions. 𝜆 ∶ 𝑆 → 𝑌 𝑏 is the output function and 𝑡𝑎 ∶ 𝑆 → R+

0,∞ is the time advance function. 𝑋𝑏 and 𝑌 𝑏 are bags over the elements
in 𝑋 and 𝑌 , respectively, 𝑄 = {(𝑠, 𝑒)|𝑠 ∈ 𝑆, 0 ≤ 𝑒 ≤ 𝑡𝑎(𝑠)}, and 𝑒 is the time elapsed since the last transition.

Coupled PDEVS models are defined by the tuple [42]:

𝐶𝑀 = (𝑋, 𝑌 ,𝐷, {𝑀𝑑 |𝑑 ∈ 𝐷}, 𝐸𝐼𝐶,𝐸𝑂𝐶, 𝐼𝐶)

where, 𝑋 and 𝑌 are defined as for atomic PDEVS models. 𝐷 is the set of component names. 𝑀𝑑 is the set of PDEVS models, for
each 𝑑 ∈ 𝐷. 𝐸𝐼𝐶 are External Input Couplings, that represent connections between inputs of 𝐶𝑀 with its internal components.
𝐸𝑂𝐶 are External Output Couplings, that represent connections between internal components with outputs of 𝐶𝑀 . 𝐼𝐶 are Internal
Couplings, that represent connections between internal components.

As defined, the interface of PDEVS models is composed of input and output ports. Message transmissions are triggered by the
occurrence of internal events scheduled in time. The simulator manages an event calendar in order to properly order and execute
internal events. The simulation is performed as follows [42]:

• The time for the most imminent internal event (𝑡𝑛𝑒𝑥𝑡) is obtained from the calendar, together with the set of components that
have an internal transition scheduled at that time (𝐼𝑁𝑇 ).

• Events triggered at time 𝑡𝑛𝑒𝑥𝑡 are removed from the calendar.
• Simulation time is advanced to the imminent event instant (𝑡 = 𝑡𝑛𝑒𝑥𝑡).
• For all elements in 𝐼𝑁𝑇 , the output function is evaluated with the current state of each component (𝜆(𝑠)). This may generate

output messages that are synchronously transmitted to their destinations, following the defined couplings between ports (𝐸𝐼𝐶,
𝐸𝑂𝐶 and 𝐼𝐶), and triggering external transitions in the receiving components (𝐸𝑋𝑇 ).

• A transition function is evaluated for each component in 𝐼𝑁𝑇 and 𝐸𝑋𝑇 :

– For the elements in {𝐼𝑁𝑇 − 𝐸𝑋𝑇 }, that have an imminent internal event and do not have received an external input,
the internal transition function is used to calculate the new state 𝑠𝑛𝑒𝑤 = 𝛿𝑖𝑛𝑡(𝑠).

– For the elements in {𝐼𝑁𝑇 ∩𝐸𝑋𝑇 }, that have scheduled an imminent internal event and have received an external input,
the confluent transition function is used to update the state 𝑠𝑛𝑒𝑤 = 𝛿𝑐𝑜𝑛(𝑠, 𝑒, 𝑏𝑎𝑔).

– For the elements in {𝐸𝑋𝑇 −𝐼𝑁𝑇 }, that have external inputs and do not have scheduled an imminent internal event, the
external transition function is used to update the state 𝑠𝑛𝑒𝑤 = 𝛿𝑒𝑥𝑡(𝑠, 𝑒, 𝑏𝑎𝑔). Scheduled internal events for the elements in
𝐸𝑋𝑇 need to be removed from the calendar.

• For each element with updated state in {𝐼𝑁𝑇 ∪ 𝐸𝑋𝑇 } a new internal event is scheduled at time 𝑡𝑛𝑒𝑤 = 𝑡𝑎(𝑠𝑛𝑒𝑤) + 𝑡, and
included in the calendar.

Note that message transmissions are synchronous and depend on the time scheduled for executing internal transitions. Asynchronous
behavior can be described by the proper scheduling of internal events.

The proposed MPC mechanism is composed of the following elements:

• Buffers represent the structures used to store and manage messages within models. This concept is equivalent to the bags of
events used in PDEVS [42]. Buffers can be used as an internal storage for messages, allowing to define a dynamically changing
data structure. This functionality is new to Modelica, since variables of dynamically changing size are not supported.

• Ports are used to describe the MPC interface of models, analogously to the Modelica connector class. Since MPC com-
munication is directional, ports need to be classified into input, output and router types. Input ports are used to describe
the destination of messages. Output ports are used to describe the origin of messages. Router ports are used to describe the
interface of coupled models, as intermediate points in the communication. This definition of the interface is analogous to that
of PDEVS, and is illustrated in Fig. 1.

• The communication channels define the flow of messages between ports, analogously to the connect sentence. The direction
of the communication needs to be maintained by channels, from output to input ports. Channels describe how a message is
transmitted from the buffer of an output port to the buffer of the destination input port.

In order to comply with the PDEVS communication mechanism and maintain a deterministic behavior of the simulations that
include message transmissions, the following rules have to be applied:
4
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Fig. 1. Interface ports.

Fig. 2. MSGLib library structure.

• Message transmissions can only be scheduled using time events.
• The values of the messages to be transmitted can only depend on parameters, constant variables or the pre() values of

discrete-time variables.

When the transmission event is triggered, the content of the message is known as it only depends on constants, parameters or the
state of the model previous to the event, which complies with the generation of outputs in PDEVS. Also, the transmission of messages
only depends on time events, as required by PDEVS due to the use of the time advance function to schedule new internal events.
The equations corresponding to the transmission of output messages will be correctly ordered, usually at the beginning of the model
and always before message receptions.

The application of these rules does not impose any limitation in the use of the MPC mechanism. Message communication as
a result of the management of an state event can be performed scheduling an immediate time event for the transmission. The
transmitted message will be based on the state of the model after the state event, that corresponds to the state of the model before
managing the time event. Modelica provides an event iteration procedure to manage the occurrence of these chains of nested events.

5. Implementation of the proposed MPC mechanism

The preferable way to implement the proposed MPC mechanism would be to introduce new language elements in Modelica
(e.g., buffer, port, channel), and implement their semantics into Modelica tools. In this section, an implementation of the MPC
mechanism described in Section 4 is presented in the form of the MSGLib library. MSGLib has been developed using Modelica 3.4
functionality in order to be used in any Modelica tool. The structure of the library is shown in Fig. 2. The elements, models and
functions, included in the library to describe the components of the MPC mechanism are illustrated in the figure, together with the
example packages also included in the library. These elements correspond to the names in typewriter font included in the description
below.

The MPC elements introduced in the previous section have been implemented as follows:

• Buffers have to be described using a Modelica external object (buffer), in order to support the variability in their size. An
external object is a data structure whose behavior is externally defined using C code. Additional functions are implemented
5
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to observe the size of the buffer (bsize), insert (bput), extract (bget), read (bread) and transmit (bsend) messages from
buffers. Individual messages are represented as single Real numbers (BufferReal package) or as arrays of Real numbers
(BufferArray package), that can be managed using the appropriate data types in Modelica. This representation of messages
is more versatile than the previous approach, that was based on the use of C structs and Modelica records, since different
types of messages can be described as arrays of Real numbers of different lengths. For example, the age, height and weight of
a person can be represented using an array of three numbers, while the brand, engine power, kilometers and speed of a car
can be represented using an array of four numbers. Note that string-to-number mappings can be pre-defined during modeling
(e.g., to describe different car brand names as numbers). Additionally, other types of messages could still be easily represented
adapting the external C code.

• Ports are implemented as input (InPort), output (OutPort, OutPortBag, OutPortDA, and OutPortDABag), and router
(RInPort and ROutPort). Each port includes a buffer, used to store the transmitted messages, and a Real variable (M),
used to synchronize the transmission of messages between ports. Additionally, the OutPort port includes: the message itself
(msg), the transmission time (tSend), and a Driver model. OutPortBag and OutPortDABag do not include the msg,
but allow to insert the messages directly into the buffer before scheduling the transmission (i.e., they represent a bag of output
messages). Also, OutPortDA and OutPortDABag include a driver array (note these models include ‘‘DA’’ in their names)
that can be used to schedule multiple transmissions in subsequent event iterations during the same instant.
The transmission of messages is managed by the Driver model. Driver implements the state automaton shown in Fig. 3.
It has four states: initial, passive, active and fired. From the initial state it switches to active or fired, depending on if a
message transmission is scheduled at the beginning of the simulation or not. The driver remains in passive state until the
time scheduled for a new transmission is reached, switching to active state. When active, the msg is copied to the buffer and
transmitted, and the value of M is increased. In OutPortBag and OutPortDABag, messages are already in the buffer so they
are just transmitted. The driver remains in the fired state until a new transmission is scheduled ahead in time, thus each driver
model can be used to transmit a single message per time instant. As mentioned before, multiple messages can be transmitted
during the same time instant adding additional drivers to an output port and using them sequentially (e.g., driver arrays in
the OutPortDA and OutPortDABag ports).

• Channels are described as relationships between the buffers and the M variables of the ports. These relationships can be
described using MSGLib as follows:

– The couple function has been implemented in MSGLib to define coupling relationships between buffers. These couplings
describe how the transmitted messages are routed from output ports to input ports, either directly or across router ports
(e.g., couple(A,B) defines a directed coupling from buffer A to buffer B). Messages transmitted from output buffers
are immediately transported to their destinations using these coupling relationships. The internal implementation of the
couple function automatically analyzes the routes from source buffers to destinations, eliminating intermediate router
buffers. This way, transmitted messages are directly routed to all their destinations, and the required copies are performed
if multiple destinations are simultaneously present. For example, defining couple(A,B) and couple(A,C), all
messages transmitted through buffer A will be copied to buffers B and C. This behavior simplifies the definition of
coupling relationships, eliminating the requirement of using the DUP model to define such collective communications.

– Relationships between the M variables of the ports need to be added as equations, considering that the M variable of each
input port has to be equaled to the sum of the M variables of the ports coupled to that input. The reception of messages
is detected observing the variation of values of the M variable of an input port. Synchronization between transmission
and reception is then guaranteed due to the synchronous data-flow principle, since the variations of the M variables
are synchronized in output and input ports. Also, since the transmission of messages is synchronized, it is performed
using time events, and the value of the messages is known at the beginning of each simulation step, the description of
loops in the structure of the model does not generate algebraic loops between the variables used to define the channels.
Thus, the use of an intermediate model to break the algebraic loop (e.g., BreakLoop) is not required and facilitates the
description of the structure of the model.

Some examples of communication channels are shown in Fig. 4, including couplings between buffers and equations between
M variables:

– 𝑀1 → 𝑀2 (top-left) shows how a simple direct coupling between models 𝑀1 and 𝑀2 is described. Messages from 𝑀1
will be transported to M2.

– 𝑀1,𝑀2 → 𝑀3 (top-right) shows an example of many-to −1 coupling. Models 𝑀1 and 𝑀2 can simultaneously send
messages to 𝑀3.

– 𝑀1 → 𝑀2,𝑀3 (bottom-left) shows an example of 1-to-many coupling. Messages from 𝑀1 will be simultaneously
transported to 𝑀2 and 𝑀3.

– 𝑀1,𝑀2 → 𝑀3 → 𝑀4, shows an example of router port. Models 𝑀1 and 𝑀2 can simultaneously send messages to 𝑀3
but these are automatically routed to 𝑀4 as their final destination, since port in 𝑀3 is an intermediate router port.

. Case study: Pick and place system

The functionality of MSGLib and its support to PDEVS is demonstrated by means of modeling a pick and place robotic system,
omposed of a robot, a controller and a computer network. The objective of this example is to illustrate the integration of an
6
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Fig. 3. State transition diagram of the Driver model.

Fig. 4. Examples of MPC communication channels.

Ethernet model with a control system, composed of a continuous-time plant and a discrete PID controller. The Ethernet model
illustrates the new features introduced in MSGLib: messages represent network packets, and are described using an array of nine
Real numbers without any modification in the library; multiple nodes are directly connected to the network, without requiring
any additional intermediate model (e.g., DUP) nor generating algebraic loops; and, the transmission of messages is synchronized
and allows the implementation of the Ethernet media access control protocol, which sometimes requires the instantaneous re-
transmission of packets during the management of collisions. The parameters of the model have been replicated from its previous
implementation in [6], in order to facilitate the comparison. The structure of the model and its components are shown in Fig. 5.

6.1. Robot

The robot is composed of two inter-connected arms that are attached to the ceiling and move in the X-Z plane. A scheme of the
robot is shown in Fig. 6. The robotic arms are moved using motors, one for each arm, whose torques (𝜞 = (𝛤1, 𝛤2)) are the inputs for
the robot model. These motors are placed in the revolute joints, 𝑃1 and 𝑃2, which are hanged from the ceiling at points 𝑥𝑝 and −𝑥𝑝.
The angles of these revolute joints with the X axis constitute the outputs of the robot model (𝐪 = (𝑞1, 𝑞2)). Each arm is composed of
two beams, also connected using revolute joints, of lengths 𝐿 and 𝑙, and masses 𝑚1 and 𝑚2, respectively. The end of both arms is
connected to a single tool, the traveling plate of mass 𝑚 , used to load a mass 𝑚 .
7
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Fig. 5. Structure of the PickAndPlace package.

Fig. 6. Scheme of the robot [6].

The position (𝑥, 𝑧) of the traveling plate depends on the angles 𝑞1 and 𝑞2, following Eqs. (1) and (2) (also written as 𝜙(𝐱,𝐪) = 0).

0 = (𝑥 − 𝑥𝑝 − 𝐿 cos 𝑞1)2 + (𝑧 + 𝐿 sin 𝑞1)2 − 𝑙2 (1)

0 = (𝑥 + 𝑥𝑝 + 𝐿 cos 𝑞2)2 + (𝑧 + 𝐿 sin 𝑞2)2 − 𝑙2 (2)

The dynamics of the robot are defined using Eqs. (3)–(11), that describe the torques and frictions of the system [43].

𝜞 = 𝜞 𝑟𝑒𝑑 + 𝜞 𝑓𝑟𝑖𝑐 + 𝜞 𝑎𝑟𝑚 + 𝜞 𝑓𝑎𝑟𝑚 + 𝜞 𝑡𝑝𝑙𝑎𝑡𝑒 (3)

𝜞 𝑟𝑒𝑑 = 𝜈2(𝐽𝑚𝑜𝑡 + 𝐽𝑟𝑒𝑑 )�̈� (4)

𝜞 𝑓𝑟𝑖𝑐 = 𝑠𝑖𝑔𝑛(�̇�)𝐹𝑠 + 𝐹𝑣�̇� (5)

𝜞 𝑎𝑟𝑚 = 𝐼 �̈� − 𝑚1 𝑔 cos𝐪 (6)

𝜞 𝑓𝑎𝑟𝑚 = 0.5𝑚2𝐿(𝐿�̈� − 𝑔 cos𝐪) (7)

0 = (𝐉𝑇𝑥 𝐉
−1
𝑞 )𝜞 𝑡𝑝𝑙𝑎𝑡𝑒 + (𝑚2 + 𝑚3 + 𝑚𝑙)(�̈� + 𝐠) (8)

𝐉 = 𝜕𝜙∕𝜕𝐪 (9)
8
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Table 1
Parameters of the robot.

Description Notation Value

𝑃1 𝑥-coordinate 𝑥𝑝 0.1m
𝑃2 𝑥-coordinate −𝑥𝑝 0.1m
Arm length 𝐿 0.3m
Forearm length 𝑙 0.7m
Arm mass 𝑚1 0.82 kg
Forearm mass 𝑚2 0.14 kg
Tool mass 𝑚3 0.5 kg
Load mass 𝑚𝑙 5 kg
Motor moment of inertia 𝐽𝑚𝑜𝑡 0.37 × 10−4 kgm2

Gears moment of inertia 𝐽𝑟𝑒𝑑 9.09 × 10−4 kgm2

Arm moment of inertia 𝐼 0.0188 kgm2

Friction coef. 𝐹𝑠 3Nm
Friction coef. 𝐹𝑣 0.5Nm s
Gear reduction ratio 𝜈 5
Gravity 𝑔 9.81m s−2

𝐉𝑥 = 𝜕𝜙∕𝜕𝐱 (10)

𝐠 = (0,−𝑔) (11)

where 𝑠𝑖𝑔𝑛(𝑎) = 1 if 𝑎 ⩾ 0 and −1 otherwise. 𝛤𝑟𝑒𝑑 are the torques due to inertia of the motor and gears, 𝛤𝑓𝑟𝑖𝑐 are the torques due to
dry and viscous frictions between links, 𝛤𝑎𝑟𝑚 and 𝛤𝑓𝑎𝑟𝑚 are, respectively, the torques due to the inertia and weight of the arms and
orearms, and 𝛤𝑡𝑝𝑙𝑎𝑡𝑒 are the torques generated by the dynamics of the traveling plate.

Eqs. (1)–(11) can be directly coded in Modelica using the parameter values shown in Table 1 (cf. model RobotNetwork in
Fig. 5).

The angles (𝑞1, 𝑞2) are sampled at 1 kHz and sent to the controller using the Ethernet network. For this purpose, the robot model
includes a Card model that is used to communicate with the network (detailed below).

6.2. Controller

The controller is used to control the position of the traveling plate of the robot. The desired position (𝑥𝑑 , 𝑧𝑑 ) is defined using
qs. (12) and (13).

𝑥𝑑 (𝑡) = −0.35 sin(𝜋𝑡∕2) (12)

𝑧𝑑 (𝑡) = −0.7 + 0.1 cos(𝜋𝑡∕2) (13)

hich, together with Eqs. (1) and (2), are used to calculate the reference trajectory for the angles 𝒒𝑑 .
The control is performed using a discrete PID controller with the robot angles 𝒒 = (𝑞1, 𝑞2) as inputs and the robot torques
= (𝛤1, 𝛤2) as outputs.
Control signals are periodically computed every 𝑇𝑠 interval. For each sample 𝑛 = 1, 2,… , control signals 𝜞 𝑛 are computed using

qs. (14)–(17). Note that subscript 𝑛 is added to indicate the corresponding sample number. The parameters of the controller are
hown in Table 2. Similarly to the robot, the controller includes a Card model to communicate with the network. The model is
mplemented in the ControlDiscNetwork model (cf. Fig. 5).

𝒆𝑛 = 𝒒𝑑,𝑛 − 𝒒𝑛 (14)

𝑰𝑛 = 𝑰𝑛−1 + 𝑇𝑠𝒆𝑛−1 (15)

𝑫𝑛 =
𝒆𝑛 − 𝒆𝑛−1

𝑇𝑠
(16)

𝜞 𝑛 = max(−𝛼,min(𝛼,𝐾𝑐 (𝒆𝑛 +
1
𝑇𝑖
𝑰𝑛 + 𝑇𝑑𝑫𝑛))) (17)

.3. Network

The Ethernet network constitutes the cyber part of the system. Its implementation is encapsulated in the Network package
cf. Fig. 5), that includes:

• The packet model is used to represent the data sent through the network. Each packet includes the address of the node that
sent the message, the address of its destination, the packet size, the role (i.e., the type of packet) and the payload.
9
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Table 2
Parameters of the controller.

Description Notation Value

Proportional gain 𝐾𝑐 2000Nm
Integral gain 𝑇𝑖 300 s
Derivative gain 𝑇𝑑 0.05 s
Sample time 𝑇𝑠 0.001 s
Saturation 𝛼 50Nm

Fig. 7. Scheme of the Card model [6].

Fig. 8. Complete robot-controller system including disturbance nodes.

• The TX_port is used to transmit packets from the application level (e.g., the robot or the controller) to the network, and
observe the state of the network (e.g., busy media, collisions, etc.). It is implemented as a PDEVS atomic model with two input
ports (from_app and from_media) and one output port (to_media). These interface ports are used to communicate with
the application level and with the media, represented by the Ethernet bus. This model implements the media access control
(MAC) protocol used by Ethernet networks.

• The RX_port is used to receive completed packets from the network and transmit them to the applications. Analogously
to TX_port, it is also implemented as a PDEVS atomic model with one input port (from_media) and one output port
(to_app).

• The Card represents a Network Interface Controller (NIC). It is implemented as a PDEVS coupled model that includes one
TX_port and one RX_port models and the four ports required to communicate with the media and the applications (cf.
Fig. 7).

• The EthBus model is used to describe connections between multiple Card models. It broadcasts all packets received from
one NIC to the rest of NICs in the bus. It is also implemented as an atomic PDEVS model.

• The NetworkDisturbRC model is used as a source of disturbances in the network. It is implemented as an application that
generates packets with a time interval that follows an exponential random distribution with mean 1∕125 s by default. It is
included to evaluate the effect of collisions in the network over the control of the robot.

6.4. Simulation results

The complete system is composed of a robot (RobotNetwork), a controller (ControlDiscNetwork), an Ethernet bus
(EthBus), a variable number of NetworkDisturbRC models that introduce disturbances in the bus, and the couplings between
10
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Fig. 9. Simulation results for the pick and place system: (a) 0 disturbance nodes, (b) 5 disturbance nodes, (c) 8 disturbance nodes, and (d) 10 disturbance
nodes.

Table 3
Simulation results for Experiments 1A and 1B.

Experiment Nodes Execution time Time events Collisions Packets

A (rand) 10 3.24 s 2098 0 1049
B (sync) 10 6.2 s 2638 5754 1000

all components (cf. Fig. 8). The system has been simulated during 5 s with a different number of disturbance nodes (0, 5, 8 and 10)
in order to evaluate the impact of collisions in the control. The initial position of the traveling plate is set to (𝑥0, 𝑧0) = (0m,−0.38m).

The simulation results are presented in Fig. 9. It can be observed that the quality of the control degrades with the increment of
nodes transmitting over the network, due to delays introduced by packet collisions.

6.5. Simulation performance

Three experiments are discussed in order to demonstrate the performance of the simulated network.

• Experiment 1 demonstrates the impact of network collisions in the simulation. The system is composed of 10 disturbance
nodes connected to the same Ethernet bus. Two cases are considered: (A) all nodes transmit their packets at random intervals,
exponentially distributed with mean 1 and; (B) all nodes synchronously transmit 1 packet per second. Packet size is 100B and
the system has been simulated for 100 s. The simulation results are shown in Table 3. As expected, the second case shows a
large amount of collisions due to the synchronized transmissions. Thus, the execution time and the number of time events
triggered during the simulation are increased, due to the management of retries.

• Experiment 2 demonstrates how the performance of the simulation evolves when simulating a loosely congested network. In
this experiment the system is composed of an increasing number of nodes, from 10 to 40, that transmit packets analogously
11
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Table 4
Simulation results for Experiment 2.

Nodes Execution time Time events Collisions Packets

10 3.24 s 2098 0 1049
20 19.3 s 4155 7 2076
30 56.6 s 5942 0 2971
40 144 s 8072 0 4036

Table 5
Simulation results for Experiment 3.

Nodes Execution time Time events Collisions Packets

10 2.67 s 1461 652 527
20 36.4 s 8661 17900 971
30 86.4 s 10237 29611 1540

to experiment 1 A. The results of the simulations are presented in Table 4. Note that the number of packets and the number
of time events evolve linearly with the size of the system. However, the execution time evolves exponentially because the
time required to manage each event depends on the size of the system, since Modelica evaluates the whole model during each
event.

• Experiment 3 represents a congested network. The system is also composed of an increasing number of nodes, from 10 to 30. In
this case, the packet size is increased to the Ethernet MTU (1500 bytes), whose transmission time is around 1ms, and the average
transmission interval is set to 20ms. The system is simulated for 1 s, in each case, and the simulation results are presented in
Table 5. The system with 10 nodes transmits an average of 10 packets every 20ms, that take 10ms to be transmitted, without
generating congestion in the network. However, systems with 20 and 30 nodes congest the network since the time required
to transmit the packets is greater that the 20ms interval between transmissions. This leads to a large increment in the number
of collisions, time events and the execution time, in these cases.

7. Case study: Demo robot from the modelica standard library

This example is introduced to demonstrate the combination of the physical modeling paradigm and MPC for the description of
CPS. The original system is composed of a robotic arm with six degrees of freedom that includes path planning, communication bus,
axes and mechanics (cf. package RobotR3 of the MSL [7]). In this case, the communication bus between the path planning and the
6 axis models has been replaced with an Ethernet network, using the model previously developed for the Pick and Place system. The
structures of the original and modified models are shown in Fig. 10. The reference for the movement of the robotic arm is transmitted
to the robot across the network, and simultaneously received by the multiple components of the robot. The description of the
communication network does not require any additional intermediate models to transport the messages to the multiple destinations.
Also, in this example, network packets are represented using an array of eleven Real numbers without requiring any modification in
the library. Axis and mechanics models are described using an object-oriented modeling approach, as a combination of components

Fig. 10. Structure of the 3D robot: (a) original, and (b) modified models.
12
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Fig. 11. Internal structure of the 3D robot components: (a) axis (including controller, motor and gear), and (b) mechanics.

from the MSL. The internal structure of the axis model, including the internal details of the controller, motor and gear, and the
mechanics model are shown in Fig. 11.

In order to integrate the robot with the Ethernet network, the PathPlanning and Axis models also required modifications. An
Ethernet NIC model, Card, is included in both models. Both models also include the required code to generate and send messages,
in the case of the PathPlanning model, and to receive these messages and communicate them to the rest of the model, in the case
of the Axis model.

The modified robot has been simulated using the same parameters as the original robot in order to compare both results. The
path planning signals are sampled at 100Hz and sent through the Ethernet network to the robot. The simulation of both robots
is shown in Fig. 12, where the evolution of the angles of each axis is displayed. Note that in this case, since the introduction of
13
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Fig. 12. Simulation results of the original (𝑅.𝑞[𝑋], dashed lines) and modified (𝑅𝑁.𝑞[𝑋], solid lines) robots.

the Ethernet network does not include additional disturbances in the network the results for both robots is almost identical. This
example serves as an illustration of how MSGLib models, and the proposed MPC mechanism, can be integrated with the rest of
Modelica functionality and libraries, and in particular the Modelica Standard Library.

8. Conclusions and future work

An approach to support message passing communication in Modelica has been presented, together with its practical implementa-
tion in the form of the MSGLib library. This new library supports message passing communication and extends Modelica functionality
to facilitate the description, for instance, of computer communication networks. This new functionality can be combined with the
rest of Modelica and provides a powerful tool for the development of CPS models. The use of a single language, such as Modelica, to
describe CPS facilitates the modeling task. Modelica and MSGLib have been shown as a well suited tool for modeling and simulation
of CPS. MSGLib is freely distributed under the Modelica License 2 (cf. www.euclides.dia.uned.es), and has been developed and tested
using Dymola 2021 [44].

The main difference and contribution of this work is that MSGLib provides additional functionality for the Modelica language,
namely MPC communication and the description of dynamic data structures as buffers of messages. The presented proposal for
MPC communication facilitates the description of models without the limitations present in the previous DEVSLib, SIMANLib and
ARENALib libraries developed by the authors. In this new proposal, different types of messages can be described using arrays of
Real numbers without further modifications to the library, no additional models are required to describe communication channels
(e.g., for describing collective communication or loops in the structure of the model), and the messages are synchronously transmitted
following the PDEVS communication approach. The proposed MPC communication approach can be used to model networking
components, but it also can be used to describe multiple discrete-event models in Modelica (e.g., DEVS models, actor-oriented
models, cellular automata, and agent-based models). Future work will include the development of a Modelica library of components
to support different communication networks, such as Ethernet, CAN, PROFIBUS, etc.
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