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#### Abstract

This work presents a closed-loop position control of a mobile robot, which is capable of moving from its current position to a target point by manipulating its linear and angular velocities. The main objective of this paper is to modify an existing control law based on the kinematic model to improve the response when the robot is backwards oriented and to reach the destination point in less time and with a shorter trajectory. Stability of the proposed control law is validated by Lyapunov Criterion. Some procedures are implemented to test this approach both in simulation with MATLAB, and experimentally with the Khepera IV robot.


Index Terms-Position control; Differential wheeled mobile robots.

## I. Introduction

ROBOTICS has had a great impact on different fields of daily life during the last years [1], [2]. In this context, mobile robots have become very popular in educational, commercial and social environments. For example, some hospitals have been using autonomous mobile robots for different tasks including delivery services as in [3], [4]. Universities have added robotics laboratories to their engineering curricula with research purposes like in [5], [6]. Warehouses have installed mobile robots to efficiently move materials from stocking shelves to order fulfillment zones [7], [8].
In these kinds of applications, the robot has to navigate in different environments by controlling its own position. The

[^0]position control of a mobile robot is an experiment where the robot has to reach a target point $\left(T_{p}\right)$ by manipulating its linear and angular velocities $(V, \omega)$. The control law obtains these values to reduce the distance and the angle to the $T_{p}$ under nonholonomic constraints, like in [9]-[12]. Other variables can also be considered in the control law such as the final orientation of the robot (heading orientation).
This maneuver, also known as "point stabilization", has been widely studied during the last years. Different approaches to this problem can be found in the literature. For example, in [13], [14] the authors addressed this problem, and they proposed a variety of position control strategies. In [15] the author makes an exhaustive analysis of the problem and proposes a solution that takes into account the final orientation of the robot, which implies that the trajectory to the goal may not be optimal. In [16] the authors present a control law based on the kinematic model of the robot, which provides the reference speed to the PID control of a DC motor. In [17] the authors present an adaptive position control algorithm of the nonholonomic mobile robot. On the other hand, in [18], [19] the authors present the position control of a robot with obstacles avoidance algorithms based on the potential field method [20] and their limitations. This solution has been used by the authors of the present paper in different previous works [21]-[23]. After multiple tests, experimentation and studies, two main limitations have been detected in this control law: 1) when the robot is far away from the $T_{p}$, the linear velocity is maximum, which means that the robot cannot turn as fast as possible; and 2) when the angular error is large, the angular velocity $\omega$ takes undesirable values. Some control laws (see e.g. [11], [16]) avoid this issue simply allowing the robot to move backwards. However, this capability is not available in all the devices, and even when it is possible, the robot needs additional sensors to avoid obstacles while moving backwards. Other papers propose complex strategies such as adaptive [17] or predictive controllers [24], however they do not take into account saturation in the velocities, which also hinders its implementation. Therefore, the objective is to improve the control law in [19] to obtain an alternative to the methods in the literature, which is realistically and easily implementable with a good performance.

Following this idea, in [25] we proposed a preliminary control law, by modifying the angular velocity expression of [19]. In this paper, we improve the control law in [25]
modifying the expression of the linear velocity, which enables the robot to reach the $T_{p}$ in a more efficient way with a smooth trajectory. In addition, theoretical and experimental results are provided. On one hand, a stability analysis is performed using the Lyapunov criterion to guarantee the global asymptotic stability of the system. On the other hand, tests and results of the new implementation in simulation (MATLAB) and experimental demonstrations with Khepera IV robot that validates the proposed theory.

The remainder of the paper is organized as follows. Section II describes the kinematic model of the differential wheeled robot and its position control experiment. Section III shows the existing control law and the proposed solution validated using the Lyapunov stability analysis. Section IV shows the results obtained with the proposed control law in simulation. Section V shows the experimental results obtained with the Khepera IV robot in the laboratory. Finally, Section VI presents the main conclusions and the future works.

## II. Model of the Robot and Position Control

## A. Kinematic Model of the Robot

A differential wheeled robot is a mobile robot whose movement is based on two separately driven wheels placed on each side of its body. The two drive velocities $\left(V_{L}, V_{R}\right)$ are perpendicular vectors to the wheels axis. Furthermore, the wheels are assumed to roll without slipping. These conditions impose some restrictions known as nonholonomic constraints [10], [26], [27]. The robot can change its direction by varying the relative rotation between the wheels, so it does not need an additional steering movement to turn. The kinematic model of the robot can be obtained in cartesian coordinates like in [13]-[15], [28].

$$
\left\{\begin{array}{c}
\dot{x}_{c}=V \cos (\theta)  \tag{1}\\
\dot{y}_{c}=V \sin (\theta) \\
\dot{\theta}=\omega,
\end{array}\right.
$$

where $\theta$ is the heading direction angle of the robot and it is perpendicular to the turning radius ( R ). The instant linear velocity $V=\left(V_{L}+V_{R}\right) / 2$ is the average of the linear velocities of the left and right wheels, $V_{L}$ and $V_{R}$, respectively. The angular velocity $\omega=\left(V_{L}-V_{R}\right) / l$ is defined with respect to the ICC (Instantaneous Center of Curvature), where $l$ is the distance between the wheels. Naturally, the mobile robot has a maximum linear velocity $V_{\max }$ and, usually, also a minimum turning radius $R_{\text {min }}$, i.e, it cannot freely rotate. Hence, in these cases there exist a maximum angular velocity $\omega_{\max }=V_{\max } / R_{\min }$.

## B. Position Control or "Point Stabilization" Problem

The problem of stabilizing the position of a differential wheeled mobile robot in a given $T_{p}\left(x_{p}, y_{p}\right)$, irrespective of its orientation, is named position control or point stabilization. The objective is to calculate the velocities of the robot $(V, \omega)$ to drive it from the current position $C\left(x_{c}, y_{c}\right)$ and orientation $(\theta)$ to the $T_{p}$.

The problem has been widely studied mainly due to the control law design restrictions under nonholonomic constraints,
introducing challenging nonlinear control problems from an academic point of view, as the authors presented in [24]. Figure 1 shows the variables involved in this experiment.


Fig. 1. Involved variables in the position control problem
In order to achieve the control objective, the distance $d$ and the angle $\alpha$ between points $C$ and $T_{p}$ are obtained as follows

$$
\begin{gather*}
d=\sqrt{\left(y_{p}-y_{c}\right)^{2}+\left(x_{p}-x_{c}\right)^{2}}  \tag{2}\\
\alpha=\operatorname{atan} 2\left(y_{p}-y_{c}, x_{p}-x_{c}\right) \tag{3}
\end{gather*}
$$

where $\operatorname{atan} 2(y, x)$ is the four quadrant arc-tangent of $y$ and $x$. Equations (2)-(3) imply that $y_{p}-y_{c}=d \sin (\alpha)$ and $x_{p}-$ $x_{c}=d \cos (\alpha)$. Then, we can define an orientation error

$$
\begin{equation*}
e_{\theta}=\operatorname{atan} 2(\sin (\alpha-\theta), \cos (\alpha-\theta)), \tag{4}
\end{equation*}
$$

such that $e_{\theta} \in[-\pi, \pi]$ is equivalent to $\alpha-\theta$ but lies in the interval $e_{\theta} \in[-\pi, \pi]$. Now, taking the time derivative of (2) and replacing (1), we obtain

$$
\begin{aligned}
\dot{d} & =-\frac{\dot{y}_{c}\left(y_{p}-y_{c}\right)+\dot{x}_{c}\left(x_{p}-x_{c}\right)}{d}= \\
& =-V(\sin (\alpha) \sin (\theta)+\cos (\alpha) \cos (\theta)) \\
& =-V \cos (\alpha-\theta) .
\end{aligned}
$$

From (4),

$$
\begin{aligned}
\dot{e}_{\theta} & =\dot{\alpha}-\dot{\theta} \\
& =\frac{\left(y_{p}-y_{c}\right) \dot{x}_{c}-\left(x_{p}-x_{c}\right) \dot{y}_{c}}{d^{2}}-\omega \\
& =\frac{V \sin (\alpha-\theta)}{d}-\omega
\end{aligned}
$$

Therefore, the following dynamical system is obtained

$$
\begin{align*}
& \dot{d}=-V \cos \left(e_{\theta}\right) \\
& \dot{e}_{\theta}=\frac{V}{d} \sin \left(e_{\theta}\right)-\omega . \tag{5}
\end{align*}
$$

Consequently, the problem of positioning the mobile robot is solved if it is possible to achieve $d \rightarrow 0$, while $V$ and $\omega$ remain bounded.

Figure 2 shows the control blocks diagram of this problem. The robot tries to minimize $e_{\theta}$, and at the same time, reduce the distance to the $T_{p}(d=0)$. The values of $d$ and $\alpha$ are calculated in the block Compute, using the $T_{p}$ as the reference and the current position of the robot $(C)$. These two values and the orientation $\theta$ are used by the Control Law block to obtain the control signals ( $V$ and $\omega$ ). It is important to notice that in order to apply this control actions to the robot it is necessary that $|\omega| \leq \omega_{\max }$ and $|V| \leq V_{\max }$.


Fig. 2. Diagram of the position control problem
Different solutions for this problem can be found in the bibliography, [15], [16], [29], and [19]. The last one is represented by

$$
\begin{gather*}
V= \begin{cases}V_{\max } & \text { if } d>K_{r} \\
d\left(\frac{V_{\max }}{K_{r}}\right) & \text { if } d \leq K_{r}\end{cases}  \tag{6}\\
\omega=\omega_{\max } \sin \left(e_{\theta}\right) \tag{7}
\end{gather*}
$$

where the linear velocity $V$ is obtained depending on the distance to the $T_{p}$. When the robot is far from the $T_{p}, V$ is saturated to $V_{\max }$. This velocity decreases when the robot enters into the docking area, being $K_{r}$ the radius of a docking area around the $T_{p}$ (see Fig. 1). At the same time, $\omega$ is obtained as a function of the orientation error to the $T_{p}\left(e_{\theta}\right)$ in order to overcome the term $\frac{V}{d} \sin \left(e_{\theta}\right)$ in (5).

## III. Proposed Control Law and Stability

## A. Control law modifications

In the control law of [19], the linear velocity $V$ is a function of the distance to the $T_{p}$ and it is saturated for large values of it. This implies that it is maximum when the robot is far from the target (out of the docking area), even when it is not correctly oriented. In these situations, the robot might take some time to reach the orientation to the $T_{p}$ and during this time it will get further away from the $T_{p}$.

When the robot is far from the $T_{p}$ and the orientation error is big, it is more desirable for the robot to reach the correct orientation first instead of making the linear velocity to reach its maximum value at the beginning. That is why we propose for these situations to relate the linear velocity to the orientation error. This modification can grant that the linear velocity be dismissed depending on the orientation error to facilitate an increase in the angular velocity. Therefore, the proposed linear velocity becomes

$$
\begin{equation*}
V=\min \left\{K_{1} d p\left(e_{\theta}\right), V_{\max }\right\} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
p(x)=\left(\frac{\pi-|x|}{\pi}\right) \tag{9}
\end{equation*}
$$

which satisfies $0 \leq p(x) \leq 1$ for $x \in[-\pi, \pi]$. Notice that due to (4), $e_{\theta}$ is normalized to the interval $\in[-\pi, \pi]$ thus $0 \leq p\left(e_{\theta}\right) \leq 1$.


Fig. 3. Value of $\omega$ vs. $e_{\theta}$
The previous control law presented in 6 and (7) grants the range of the angular velocity between $-\omega_{\max } \leq \omega \leq \omega_{\max }$ but it has an unwanted behavior for values of $\left|e_{\theta}\right| \geq \frac{\pi}{2}$ (see Figure 3). In this region, the relation between $\omega$ and the error angle is inverse ( $|\omega|$ decreases when the $\left|e_{\theta}\right|$ increases).

As a result of this behavior, when the $T_{p}$ is at the back of the robot, $\omega$ can be very small, as if the robot were almost oriented to the target. Furthermore, when the angle error is $e_{\theta}= \pm 180^{\circ}$ (green line), the $\sin \left(e_{\theta}\right)=0$ and then, $\omega=0$, and the robot starts moving away from the $T_{p}$ without turning. This is because, for the control law, the $T_{p}$ is wrongly aligned in front of the robot, when in fact the $T_{p}$ is behind the robot. To mitigate this behavior, it is proposed in this paper to add Integral Action to this control law to improve the speed of change of the angular velocity especially in these situations. Besides, the term $\omega_{\max }$ is substituted by a $K_{p}$ term to control the Proportional Action in relation to the Integral Action.

$$
\begin{equation*}
\omega(t)=K_{p} \sin \left(e_{\theta}(t)\right)+K_{i} \int_{0}^{t} e_{\theta}(s) d s \tag{10}
\end{equation*}
$$

In addition, parameters $K_{1}, K_{p}$ and $K_{i}>0$ are chosen to satisfy the following constraints

$$
\begin{array}{r}
0<K_{1}<K_{p} \\
K_{p}+\sqrt{K_{i}} \pi<\omega_{\max } \tag{12}
\end{array}
$$

## B. Stability Analysis

The stability of the system is assessed by using the Lyapunov theory based on [16], [30]-[32]. Firstly, let us consider an auxiliary state $z=\int_{0}^{t} e_{\theta}(s) d s$ such that the system to be controlled becomes

$$
\begin{align*}
& \dot{d}=-V \cos \left(e_{\theta}\right) \\
& \dot{e}_{\theta}=\frac{V}{d} \sin \left(e_{\theta}\right)-\omega  \tag{13}\\
& \dot{z}=e_{\theta}
\end{align*}
$$

From solving (13) in steady state condition, it is obtained that $\dot{z}=e_{\theta}=0$, which implies $\dot{d}=-K_{1} d=0$ and $\dot{e}_{\theta}=K_{i} z=0$, and, consequently, a single equilibrium point is defined, the origin $(0,0,0)$. This point is used for stability analysis and asymptotic convergence testing. First, let us consider the following proposition.

Proposition 1. Consider a system $\dot{x}(t)=f(t, x)$ and suppose $f(t, x)$ is piecewise continuous in $t$ and locally Lipschitz in $x$, uniformly in $t$, on $[0, \infty) \times \mathbb{R}^{n}$. Furthermore, suppose $f(t, 0)$ is uniformly bounded for all $t \geq 0$. Let $\mathcal{L}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuous positive definite differentiable function such that $\dot{\mathcal{L}}(x(t)) \leq W(x), \forall t \geq 0, \forall x \in \mathbb{R}^{n}$, where $W(x)$ is a continuous positive semidefinite function. Then, $W(x(t)) \rightarrow 0$ as $t \rightarrow \infty$.

Proof. This proposition can be obtained from Theorem 8.4 in [33] doing $D=\mathbb{R}^{n}$ and $W_{1}=W_{2}=\mathcal{L}$.

Now, the following theorem can be stated.
Theorem 1. The dynamical system (13) under the control laws (8) and (10) satisfying constrains (11) and (12) is globally asymptotically stable.

Proof. Replacing (8) and (10) in (13), we obtain

$$
\begin{align*}
\dot{d}= & -\min \left\{K_{1} d p\left(e_{\theta}\right), V_{\max }\right\} \cos \left(e_{\theta}\right)  \tag{14a}\\
\dot{e}_{\theta}= & \frac{\min \left\{K_{1} d p\left(e_{\theta}\right), V_{\max }\right\}}{d} \sin \left(e_{\theta}\right) \\
& -K_{p} \sin \left(e_{\theta}(t)\right)-K_{i} z  \tag{14b}\\
\dot{z}= & e_{\theta} . \tag{14c}
\end{align*}
$$

In order to analyze the stability, we consider first the subsystem (14b)-(14c) with states $e_{\theta}$ and $z$ and input $d(t)$. Then, the following the Lyapunov function is selected

$$
\begin{equation*}
\mathcal{L}_{1}=\frac{e_{\theta}^{2}}{2}+\frac{K_{i} z^{2}}{2} \tag{15}
\end{equation*}
$$

If we assume first that $\omega<\omega_{\max }$, then the control law is feasible and its time derivative becomes

$$
\begin{align*}
\dot{\mathcal{L}}_{1} & =e_{\theta}\left(\frac{\min \left\{K_{1} d p\left(e_{\theta}\right), V_{\max }\right\}}{d} \sin \left(e_{\theta}\right)-K_{p} \sin \left(e_{\theta}\right)\right) \\
& \leq\left(K_{1} p\left(e_{\theta}\right)-K_{p}\right) \sin \left(e_{\theta}\right) e_{\theta}=W\left(e_{\theta}\right) \tag{16}
\end{align*}
$$

As $0 \leq p\left(e_{\theta}\right) \leq 1$ for $-\pi \leq e_{\theta} \leq \pi$, it is clear that condition (11) guarantees that $W\left(e_{\theta}\right) \geq 0$. In addition, if $e_{\theta}=z=0$, then $\dot{e}_{\theta}=\dot{z}=0$, and from Proposition 1 it follows that $W\left(e_{\theta}(t)\right) \rightarrow 0$ as $t \rightarrow \infty$. To analyze asymptotic stability notice that $W\left(e_{\theta}\right)=0$ for $e_{\theta}=0, \pm \pi$. If $e_{\theta}$ tends to $\pm \pi$, then $z$ tends to $\pm \infty$ by (14c), but then $\mathcal{L}$ tends also to $\infty$, contradicting (16). Hence, the only possibility is $e_{\theta} \rightarrow 0$.

Now, by Barbalat's Lemma [33], as $\int_{0}^{t} \dot{e}_{\theta}(t) d t=0-e_{\theta}(0)$ exists and is finite, then $\dot{e}_{\theta} \rightarrow 0$, and using (14b), $z \rightarrow 0$ is obtained. Thus, the subsystem is globally asymptotically stable. Next, we have to prove the initial assumption, i.e, that the angular velocity cannot be saturated. From (10) and (12) we know that $|\omega(0)|=\left|K_{p} \sin \left(e_{\theta}(0)\right)\right| \leq K_{p} \leq \omega_{\max }$. Consequently, the angular velocity is not saturated in the initial time. In addition, by its definition, the initial integral error is zero, i.e, $z(0)=0$. Hence, $\mathcal{L}_{1}(0) \leq \frac{\pi^{2}}{2}$.

Let us now suppose that $\omega$ saturates, then there must exist a time $t_{1}$ such that $\left|\omega\left(t_{1}\right)\right|=\omega_{\text {max }}$. Since $\mathcal{L}_{1}$ cannot decrease while $t \in\left[0, t_{1}\right)$ because $|\omega| \leq \omega_{\text {sat }}$ is not saturated, we have $\mathcal{L}_{1}\left(t_{1}\right) \leq \mathcal{L}_{1}(0)$, so

$$
\frac{e_{\theta}^{2}\left(t_{1}\right)}{2}+\frac{K_{i} z^{2}}{2} \leq \mathcal{L}_{1}(0) \rightarrow \frac{K_{i}}{2} z^{2} \leq \mathcal{L}_{1}(0) \leq \frac{\pi^{2}}{2}
$$

Therefore $\left|z\left(t_{1}\right)\right| \leq \pi / \sqrt{K_{i}}$. But if $\left|z\left(t_{1}\right)\right| \leq \pi / \sqrt{K_{i}}$, then $\left|\omega\left(t_{1}\right)\right| \leq K_{p}+\sqrt{K_{i}} \pi$ and due to condition (12), $\omega\left(t_{1}\right)<\omega_{\max }$. Thus this contradicts our initial assumption and therefore the angular velocity never saturates.

We then conclude that $e_{\theta}, z \rightarrow 0$ as $t \rightarrow \infty$. Furthermore there exist a time $T$ such that $\left|e_{\theta}(t)\right|<\pi / 3$ for $t>T$. Now, let's consider the subsystem (14a) with state $d$ and input $e_{\theta}$. First, note that $T$ is, in fact, a monotonically increasing function of $e_{\theta}(0)$, and that $\dot{d}$ is bounded by $V_{\max }$. Hence, $d(t)$ is bounded by $d(t)<d(0)+V_{\max } T$ for all $t$, because for $t>T$ it is going to be shown that $d(t)$ decreases. Using this inequality and that $\mathcal{L}_{1}(t) \leq \mathcal{L}_{1}(0)$, we know that $\left|e_{\theta}(t)\right| \leq \sqrt{2 \mathcal{L}_{1}(0)}$ and $|z(t)| \leq \sqrt{2 \mathcal{L}_{1}(0) / K_{i}}$, thus we can conclude that

$$
\left\|\left[d, e_{\theta}, z\right]\right\| \leq \sqrt{2 \mathcal{L}_{1}(0)}\left(1+\frac{1}{\sqrt{K_{i}}}\right)+d(0)+V_{\max } T\left(e_{\theta}(0)\right)
$$

So, the state remains in a neighborhood of the origin and is stable in the Lyapunov sense. Finally, we prove that, for $t>T, d(t) \rightarrow 0$ when $t \rightarrow \infty$ and the system is globally asymptotically stable. After $T$, it is satisfied that $\left|e_{\theta}(t)\right|<\pi / 3$. This implies that $1 / 2<\cos \left(e_{\theta}\right) \leq 1$ and that $2 / 3<p\left(e_{\theta}\right) \leq$ 1. Then we propose the following Lyapunov function

$$
\begin{equation*}
\mathcal{L}_{2}=\frac{d^{2}}{2} \tag{17}
\end{equation*}
$$

Its time rate of change is then

$$
\begin{align*}
\dot{\mathcal{L}}_{2} & =-d \min \left\{K_{1} d p\left(e_{\theta}\right), V_{\max }\right\} \cos \left(e_{\theta}\right) \\
& \leq-\frac{d}{2} \min \left\{\frac{2}{3} K_{1} d, V_{\max }\right\} \tag{18}
\end{align*}
$$

which is negative definite since by definition $d \geq 0$, thus, by Proposition $1, d \rightarrow 0$ as $t \rightarrow \infty$.

Remark: Note that despite of $e_{\theta} \rightarrow 0$, it is not implied that the mobile robot must finish with a prefixed or desired orientation. This enables the avoidance of the constraints of Brockett's Theorem [34] and obtaining a continuous control law. In order to illustrate the behaviour of the control law this


Fig. 4. $3 D$ Phase Portrait with a Dense Grid of Initial Conditions: $e$ : $\{-\pi,-\pi / 2,0, \pi / 2, \pi\}, d:\{0.25,0.5,0.75,1\}$, and $z:\{-2,-1,0,1,2\}$ and with parameters $K_{1}=0.1, K_{p}=1.4$, and $K_{i}=0.008$.

Subsection also includes a $3 D$ phase portrait graph asserting the results obtained from the Lyapunov analysis. Phase portrait is a useful graphical aid for stability assessment for low order systems. Figure 4 shows a $3 D$ phase portrait with trajectories for the system (15) starting from different initial conditions (from an equally spaced grid of initial condition points). This figure shows that the propagation of all chosen trajectories converges always to the origin.

## IV. Simulation Results

In this section, some results obtained in simulation using MATLAB are discussed. First, the previously described problems of the existing control law are showed. Then, the results of the experiment with the proposed control law are compared with it.
Figure 5 shows the results of the previous control law [19] for different initial conditions to represent the special case of $e_{\theta}= \pm 180^{\circ}$. The initial position of the robot is $(0 ; 0)$ and the $T_{p}(1 ; 1)$. It means that the angle between the initial position of the robot and the $T_{p}$ is $\alpha=45^{\circ}$. The color lines show the described trajectories of the existing control law (Villela) for different initial orientation angles $\left(\theta=0^{\circ},-45^{\circ},-90^{\circ}, \ldots,-90^{\circ}\right)$. The special case occurs when $\theta=-135^{\circ}$ (green color line), which means that the error is $e_{\theta}=45^{\circ}-\left(-135^{\circ}\right)=180^{\circ}$. In this case, the angular velocity is $\omega=0.0$ because $\sin \left(180^{\circ}\right)=0$. That is because for this value the robot does not turn, as can be observed.


Fig. 5. Position control of the robot for different initial orientations.
Figure 6 shows the implementation of the new control law with similar conditions from the previous experiment for the special case of an initial orientation $\left(\theta=-135^{\circ}\right.$ and $e_{\theta}=180^{\circ}$ ). The lines represent the trajectories of the robot to reach the $T_{p}$ for different values of $K_{i}=$ ( $0.000,0.0022,0.0045, \ldots, 0.158$ ) and $K_{p}=1.4$ in equation (10). These values are chosen to be a representative sample of $K_{i}$ in order to obtain a correct visualization. Note also that the controller is robust enough to admit $K_{i}$ larger than the value imposed in equation (12). Observe that a smaller $K_{i}$ implies a wider turn but then the mobile robot reaches the target following a straight line. However, a larger $K_{i}$ produces a sharp first turn but also larger overshoot.

As it is shown for $K_{i}=0.0$ the behavior is the same of the control law of [19] because the Integral Action is not actuating, while for some of the remaining values, the behavior


Fig. 6. Special case of $e_{\theta}=180^{\circ}$ for different values of $K_{i}$.
of the trajectory is improved. These parameters can be adjusted taking into account a trade-off between distance and energy consumption of the trajectory.
Figure 7 shows the position of the robot in the $x-y$ plane [m] for both cases: the previous control law (blue line) and the proposed control law (brown line). The parameters used for these experiments are the following: $v_{\max }=0.05 \mathrm{~m} / \mathrm{s}$, $\omega_{\max }=0.7853 \mathrm{rad} / \mathrm{s}, K_{r}=0.025 \mathrm{~m}, K_{p}=0.75, K_{1}=0.1$ and $K_{i}=0.00007$. The initial position of the robot for both experiments is point $C(-0.4 ; 0.0)$. The orientation $\theta=-178^{\circ}$ and the $T_{p}$ is marked at $T_{p}(0.8 ; 0.0)$. As it can be observed, with the proposed control law the robot describes a shorter path to the $T_{p}$. Note that these parameters are taken from the Khepera $I V$ robot, which is going to be used later for experimental testing.


Fig. 7. Control law [19] vs. proposed: xy plane
Figure 8 shows the distance of the robot to the $T_{p}$ vs. time. As it can be observed, with the proposed control law the robot reaches the $T_{p}$ in less time (around 4 seconds) than with the previous one. This is because with the previous control law, at the beginning of the path, the distance to the goal is increased, due to the robot taking longer to turn to the desired orientation ( $T_{p}$ ).

Figure 9 shows the values of linear velocity $[\mathrm{m} / \mathrm{s}]$ vs. time [s] for both algorithms. The blue line represents the previous control law and the brown line represents the proposed one. As it can be observed, in the proposed control law the linear


Fig. 8. Control law [19] vs. proposed: distance vs. time
velocity at the beginning is $v=0.0 \mathrm{~m} / \mathrm{s}$ and it starts to increase. In contrast, for the previous control law, the linear velocity at the beginning is the maximum ( $v=0.05 m / s)$. This implies that in the proposed control law when the orientation error to the $T_{p}$ is big enough, the angular velocity is more important than linear velocity. In other words, it is more important to turn than to move forward in order to reach the desired orientation as soon as possible. If the robot is not well oriented, what it does initially is move away from the $T_{p}$.


Fig. 9. Control law [19] vs. proposed: linear velocity vs. time
Figure 10 shows the angular velocity of both control laws for the same experiment. As can be seen in both cases the maximum value of the angular velocity is reached almost at the same time instant $(t \approx 7 s)$. In the case of the proposed control law, the linear velocity starts from 0 , which allows the robot to turn more than advance to reach the orientation to the $T_{p}$ first and follow a shorter path to the target.

Figure 11 shows a simulation for the comparison between the three involved control laws for the special case of an initial orientation $\left(e_{\theta}=180^{\circ}\right)$. The red arrow indicates the initial orientation of the robot at the starting point $(C)$. The red cross indicates the $T_{p}$. The blue line (Villela) represents the control law in [19], which presents the limitation explained in figure 5 for these initial conditions. The yellow line (PID'18) represents the control law that we proposed before in [25] to avoid this limitation. The orange line (Proposed) represents the proposed control law in the present work, which is an improvement to the previous control law that we proposed (PID'18). As it can be seen, in this case for this initial


Fig. 10. Control law [19] vs. proposed: angular velocity vs. time
conditions, the robot reaches the $T_{p}$ with a shorter trajectory and in less time.


Fig. 11. Comparison between the involved control laws: xy plane [m]
To show the differences between the two methods in a better way, we have compared different performance indexes shown in Table I. We can observe that the proposed method provides an improvement in the performance of the system since it is able to bring the robot faster to the $T_{p}$. Consequently, the different measurements of the integral error of the position over time are reduced.

TABLE I
COMPARISON BETWEEN THE CONTROLLER IN [19] AND THE PROPOSED CONTROLLER IN SIMULATION

| Index | Villela | Proposed | Improvement |
| :---: | :---: | :---: | :---: |
| IAE | 28.87 | 23.28 | $19.34 \%$ |
| ISE | 30.77 | 22.18 | $27.91 \%$ |
| ITAE | 351.46 | 255.00 | $27.44 \%$ |
| ITSE | 299.35 | 192.94 | $35.55 \%$ |

## V. Experimental Results

In this section, some experimental results with a platform in the laboratory are shown to validate the results of the new control law. This platform is similar to the presented by the authors in [23], [35]. It has been developed by the authors to perform position and formation control experiments with Khepera IV robots and a WI-FI network. The platform provides the absolute position of the robots with an indoor positioning system (IPS). The main components of the IPS are
an overhead camera that obtains an image of the workspace. This image is processed in a PC with Swistrack software tool, which obtains the position and orientation of the robot in real time. The position and orientation are sent to the robot thought the WI-FI network.


Fig. 12. Control law [19] vs. proposed: xy plane [m]
Figure 12 shows the position control experiment similar to Figure 7, but in this case with the platform in the lab. The blue line represents the previous control law (Villela), and the brown line represents the proposed control law. The initial conditions are similar to the experiment in simulation time. The start point is $C(-0.4 ; 0.0)$, the initial orientation is represented by the arrow with a value of $\theta=-178^{\circ}$ and the target point is marked at $T_{p}(0.8 ; 0.0)$ with a red X . As it can be observed, the behavior of the robot is the same as the one obtained in simulation time for the same initial conditions. The proposed control law has better performance and the robot reaches the $T_{p}$ with a more direct trajectory. Due to the modifications introduced to the existing control law.


Fig. 13. Control law [19] vs. proposed: distance vs. time
Figure 13 shows the values of the distance for this experiment. The blue line represents the existing control law and the brown line the proposed control law. As it can be observed, the results are similar to the simulation experiment, as expected. In this case, with the proposed control law, the robot reaches the $T_{p}$ in 5 seconds less than the existing control law. The difference may be due to the friction of the
wheels with the surface and the delay in image processing and communications, things that are not taken into account in the simulation. However, the results can be considered very acceptable. Because the improvement with respect to the existing control law is relevant.


Fig. 14. Control law of [19] vs. proposed: linear velocity vs. time

Figure 14 shows the values of linear velocities of the robot, the same experiment of Figure 13. As can be seen, the linear velocity of the proposed control law starts at small values because it depends on the orientation error to the $T_{p}$. This grant that the robot can turn faster to get the correct orientation. After the orientation error is minimized, this velocity is saturated like in the previous control law. When the robot reaches the $T_{p}$ it stops, which means that the velocity falls to zero. This also shows that the robot reaches the $T_{p}$ before with the proposed control law.

Figure 15 shows the angular velocity for this experiment and both control laws. As can be seen, the behavior is similar to the results of the simulation. In this case, for the proposed control law, the angular velocity reaches its highest value earlier than previous control law. This means that the robot turns before and reaches the $T_{p}$ with a shorter path.


Fig. 15. Control law [19] vs. proposed: angular velocity vs. time
Table II shows different performance indexes of the robot position error for both methods. As can be observed, the improvement is significant for all indexes. In all cases, the values are reduced, similar to the simulation results.

TABLE II
Comparison between the controller in [19] and the proposed CONTROLLER IN THE EXPERIMENTAL ENVIRONMENT

| Index | Villela [19] | Proposed | Improvement |
| :---: | :---: | :---: | :---: |
| IAE | 28.98 | 21.41 | $26.14 \%$ |
| ISE | 30.67 | 19.99 | $34.81 \%$ |
| ITAE | 357.52 | 219.15 | $38.70 \%$ |
| ITSE | 305.72 | 160.76 | $47.42 \%$ |

Finally, to further validate the proposed control law in an experimental environment, eight target points have been selected. Figure 16 shows the trajectories described by the robot for different situations. The initial position for all the cases is $(0.0 ; 0.0)$ and the orientation is $-180^{\circ}$. The target points are the following: $1(0.0 ; 0.5), 2(0.5 ; 0.5), 3(0.0 ; 0.5)$, $4(-0.5 ; 0.5), 5(-0.5 ; 0.0), 6(-0.5 ;-0.5), 7(0.0 ;-0.5)$ and $8(0.5 ;-0.5)$. These conditions have been selected thinking in situations of certain difficulty that the control law has to face and solve. For example, the target points were located at different quadrants. As can be seen, in all cases the robot reaches the $T_{p}$ following a smooth trajectory. These results show that the control law has good performance for different conditions.


Fig. 16. Results of the position control with the proposed control law

## VI. CONCLUSION

This paper presents a new control law to drive a mobile robot from its current position to a $T_{p}$. These kinds of control laws manipulate the angular and linear velocities of the robot. The proposed control law implements two main improvements to an existing control law to avoid its previously detected limitations. The article describes in detail these limitations and their corresponding proposed improvements. The validation of the proposed solution was carried out using the Lyapunov Criterion to demonstrate the stability of this approach. Some experiments were implemented in a simulation environment using MATLAB. These experiments show significant improvement of the proposed control law in comparison with the existing control law. Finally, the validation of the proposed control law was carried out in a Platform in the laboratory with a real robot. The results of these experiences showed results similar to the obtained in simulation time, which indicates
that these results are consistent and promising. Future work includes the relation of the proposed solution with other kinds of approaches such as obstacles avoidance, trajectory tracking, path following, simultaneous mapping, and multiagent systems.
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