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ABSTRACT
Introduction We aimed to identify clusters of people with 
type 2 diabetes mellitus (T2DM) and to assess whether the 
frequency of these clusters was consistent across selected 
countries in Latin America and the Caribbean (LAC).
Research design and methods We analyzed 13 
population- based national surveys in nine countries 
(n=8361). We used k- means to develop a clustering model; 
predictors were age, sex, body mass index (BMI), waist 
circumference (WC), systolic/diastolic blood pressure 
(SBP/DBP), and T2DM family history. The training data set 
included all surveys, and the clusters were then predicted 
in each country- year data set. We used Euclidean distance, 
elbow and silhouette plots to select the optimal number 
of clusters and described each cluster according to the 
underlying predictors (mean and proportions).
Results The optimal number of clusters was 4. Cluster 
0 grouped more men and those with the highest mean 
SBP/DBP. Cluster 1 had the highest mean BMI and WC, as 
well as the largest proportion of T2DM family history. We 
observed the smallest values of all predictors in cluster 2. 
Cluster 3 had the highest mean age. When we reflected 
the four clusters in each country- year data set, a different 
distribution was observed. For example, cluster 3 was the 
most frequent in the training data set, and so it was in 7 
out of 13 other country- year data sets.
Conclusions Using unsupervised machine learning 
algorithms, it was possible to cluster people with T2DM 
from the general population in LAC; clusters showed 
unique profiles that could be used to identify the 
underlying characteristics of the T2DM population in LAC.

INTRODUCTION
Type 2 diabetes mellitus (T2DM) poses a 
large disease burden globally and in Latin 
America and the Caribbean (LAC), where 
there are two of the top 10 countries with 
the largest number of people with T2DM.1–4 
T2DM also represents an economic burden 
to patients and health systems5 which do 
not have the resources to conduct mass 
screenings.6 Consequently, awareness about 

T2DM status is suboptimal in low- income 
and middle- income countries and LAC.6 For 
those who have been diagnosed with T2DM, 

Significance of this study

What is already known about this subject?
 ► Clustering analysis has been used to group pa-
tients with diabetes according to underlying fac-
tors and to assess the long- term outcomes of 
these groups; however, these works focused on 
reduced samples of patients and analyzed so-
phisticated predictors, limiting the applicability of 
these models to large population- based studies.

What are the new findings?
 ► We showed that large population- based surveys, 
along with unsupervised clustering analysis in-
formed by simple predictors, could provide relevant 
groups of patients with type 2 diabetes mellitus in 
the general population.

 ► The four clusters were well characterized by one 
or few predictors; for example, the mean age was 
highest in cluster 3; the mean body mass index and 
waist circumference were highest in cluster 1; and 
systolic and diastolic blood pressure were highest 
in cluster 0.

How might these results change the focus of 
research or clinical practice?

 ► Our work borrows a methodology that previous-
ly was applied to groups of patients from limited 
clinical sites and was informed by sophisticated 
variables; in so doing, our work may spark interest 
to implement these analytical techniques in (large) 
populations, rather than focusing on individual 
patients.

 ► We delivered clusters of patients in the general 
population, which could help in monitoring the un-
derlying factors of people with type 2 diabetes, thus 
informing interventions and policies aimed at the 
general population level.
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there are effective non- pharmacological and pharmaco-
logical treatments;7 8 however, T2DM treatment coverage 
is also limited in LAC.6 9

People with long- term undiagnosed T2DM and those 
who cannot receive effective treatment are at high risk 
of T2DM- related complications and other unfavorable 
outcomes. Risk stratification tools are very helpful to 
identify patients at higher risk of specific outcomes.10–13 
Cluster analysis using novel analytical techniques (eg, 
machine learning) has also proven to successfully stratify 
patients with T2DM and link these clusters to clinically 
important outcomes.14–17 However, clusters are usually 
based on sophisticated predictors that are not available 
in low- income and middle- income countries or large 
population- based epidemiological surveys. Whether 
these novel methods can be applied to population- 
based data using simple predictors while also classifying 
patients with T2DM in groups with similar profiles has 
not been studied. Identifying clusters in the general 
population and quantifying their frequency and trends 
could provide insights about the underlying character-
istics of patients with T2DM in a population. Studying 
these clusters across time would provide evidence about 
changes in the underlying characteristics of the T2DM 
population. Finally, if countries in the same region do 
not consistently show the same cluster distribution, this 
may challenge the need for regional- based policies in 
favor of country- specific policies.

Previously available works focused on clustering sophis-
ticated predictors in reduced samples of patients with 
T2DM;14–17 instead, we aimed to develop a clustering 
model for the general population based on simple predic-
tors that are routinely available in large population- based 
surveys. This preliminary work will follow an unsuper-
vised machine learning approach; for this, cross- sectional 
population- based national surveys in nine LAC countries 
were used to identify and quantify the frequency of clus-
ters of patients with T2DM. We also aimed, exploratorily, 
to study whether the same cluster configuration applies to 
all selected countries. In this way, we will lay the founda-
tions for the identification of potentially relevant T2DM 
groups in the general population in LAC. Overall, our 
research question is: if we developed clusters for people 
with T2DM in LAC, would the distribution of these clus-
ters be consistent across countries?

RESEARCH DESIGN AND METHODS
Data sources
We analyzed 13 country- year data sets. These are 
population- based national surveys in LAC that had at 
least one diabetes biomarker (eg, fasting glucose); that 
is, national surveys without blood samples or diabetes 
biomarkers were excluded. We pooled STEPwise approach 
to surveillance (STEPS) surveys18–21 and other surveys 
conducted by governmental bodies in each country.22–26 
These surveys studied a random sample of the general 
population and followed standard procedures. Relevant 

variables were homogenized and pooled for this anal-
ysis (online supplemental table 1). These surveys can be 
downloaded and accessed online free of charge.

Study population
We only studied people with T2DM; in other words, 
we excluded people who did not have T2DM in each 
survey. We defined T2DM as any of the following: fasting 
glucose ≥126 mg/dL, self- reported diagnosis or receiving 
treatment for T2DM (online supplemental table 1).

Machine learning analysis
Using an unsupervised machine learning approach 
and benefitting from population- based national surveys 
in LAC, we aimed to fit a classification (or clustering) 
model to identify and quantify the relative frequency 
of data- driven groups of people with T2DM. Overall, a 
global fit that consisted of merging all data sets of all 
country- years and then making a prediction for each 
data set (country- year) was performed. First, we pooled 
all data sets to run the fit analysis; that is, with the pooled 
data set we performed the dimensionality reduction 
(principal component analysis (PCA)) and the training 
phase of the k- means clustering algorithm. Second, we 
used this trained fit to predict in each country- year data 
set. We followed this procedure to observe local (each 
country- year) changes with respect to a global analysis 
(ie, identify clusters in each country- year data set with 
the model fitted having pooled all data sets). Variations 
in cluster distribution in each country- year with respect 
to the global fit inform about potential local differences. 
This way, we can see how the individual cluster in each 
country- year varies with respect to a global model. Simi-
larly, variations across years for the same country inform 
of potential time trends. In both cases—local difference 
or time trend—our approach provides empirical prelimi-
nary evidence of potential differences and changes in the 
underlying profile of the population with T2DM in LAC.

Data preparation for machine learning analysis
Predictors
We analyzed predictors of different nature. There were 
qualitative predictors coded as discrete variables, for 
example sex and family history of T2DM. There were also 
quantitative predictors such as body mass index (BMI, 
kg/m2), waist circumference (WC, cm), systolic blood 
pressure (SBP) and diastolic blood pressure (DBP), and 
for these we removed outliers by excluding observations 
at 5 SD below or above the mean.

Machine learning analysis requires that the variables 
are in the same scale. We tried different data transfor-
mation techniques, including scaling, standardizing and 
normalizing; however, an orthogonal transformation of 
variables accounting for the explained variability was the 
most robust technique. Among dimension reduction 
techniques and considering the explained variance, PCA 
was the one that validated the most robust clustering.
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Clustering machine learning analysis
Principal component analysis
PCA falls in the field of unsupervised machine learning 
algorithms. PCA follows an orthogonal transformation 
which turns correlated variables into an uncorrelated 
set of variables.27 The PCA aims to create a—reduced—
set of characteristics or components that still carries the 
relevant information from the original group of vari-
ables. The authors have followed a similar approach in a 
previous clustering analysis at the country level.28

PCA and fit
Regarding the PCA parameters, we specified those 
that provided the most robust results in the clustering 
(k- means) analysis; these parameters were (1) whiten=true: 
to guarantee uncorrelated outputs with unit variations 
of the components; and (2) svd_solver=‘auto’: because 
the pooled data set was not of large dimensionality, the 
singular value decomposition (SVD) selected the compo-
nents with the LAPACK algebraic method, which selects 
the components through a postprocessing transforma-
tion. The other parameters used for PCA were set to 
default values using the Scikit- Learn Python PCA decom-
position library.29 Finally, three PCA components were 
selected because they explained 95% of the variance.

Transform
The PCA model, which was fitted with the pooled data 
set as specified above, was applied to each country- year 
data set. Thus, each country- year data set was orthogo-
nally transformed based on what the PCA model had 
learned from the pooled data set. In this transformation 
phase, there were no parameter adjustment or explained 
variance because these were from the fitted PCA model 
trained with the pooled data set.

k-means
This was the model used to cluster people with T2DM in 
data- driven groups. This unsupervised machine learning 
technique assigns heterogeneous elements of a data 
set into homogeneous clusters which were unknown at 
the beginning of the analysis. As justified in a previous 
work,28 k- means is a centroid- based algorithm that 
performs well when clusters have a globular shape and 
these are of similar size and density. Given our aims and 
data sets, k- means was considered as the best option.30 
For the development of the k- means clustering method, 
a training fit with all the data sets was implemented; later, 
we made the prediction to each of the country- year data 
sets. Finally, considering the optimal number of clusters 
as supported by the three methods described in the next 
section, we used the k- means algorithm to generate four 
clusters. The other internal k- means parameters were set 
by default using the Scikit- Learn Library in Python.31

Performance metrics of the machine learning model
The data- driven model to cluster people with T2DM 
could have offered different numbers of groups (or 

clusters); we studied the following parameters to select 
the most robust model. After the application of our 
centroid- based algorithm (ie, k- means approach), justi-
fication of the number and type of clusters is a subjective 
(logical or expert knowledge) and objective (numerical) 
judgment.32 33 Regarding the objective justification, all 
analyses have been validated with different techniques to 
verify the optimal number of clusters. First, the dendro-
gram with Euclidean distances gave four clusters with 
very similar Euclidean distances in them (online supple-
mental figure 1). These values certify high intracluster 
and low intercluster similarity. Second, the elbow method 
also supported that four clusters were optimal (online 
supplemental figure 2). Third, the silhouette plot showed 
that the highest average silhouette score obtained was at 
four clusters (online supplemental figure 3). Fourth, we 
used the Jaccard coefficient to study the stability of the 
clusters;34 35 a coefficient close to 1 suggests that clus-
ters were well defined.35 The Jaccard coefficient for the 
four clusters was 0.976, 0.976, 0.964, and 0.976, respec-
tively (online supplemental table 2). Consequently, 
the Jaccard coefficient suggested our clusters were well 
defined. Regarding subjective justification, please refer 
to the Discussion section, where we have elaborated on 
potential explanations for the cluster configuration and 
distribution. The selection metrics are reported in the 
Research design and methods section to support the 
selection of the final model. In the Results section, we 
focused on the description of the clusters, their charac-
teristics and frequency.

RESULTS
Data sources
In a complete- case analysis, and after dropping outlier 
observations (≥5 SD), we analyzed 13 (n=8361) country- 
year national surveys in LAC, including only people 
with T2DM: Argentina (2018, n=1985), Barbados (2007, 
n=59), Chile (2003, n=366; 2010, n=495; 2017, n=888), 
Costa Rica (2005, n=516), El Salvador (2016, n=476), 
Mexico (2016, n=935; 2019, n=2045), Peru (2005, 
n=151), Uruguay (2006, n=62; 2014, n=252), and British 
Virgin Islands (2009, n=131).

Clusters
The number of clusters with the best metrics was 4 
(please refer to the Performance metrics of the machine 
learning model section). Observations in the training 
data set were classified almost evenly across the four clus-
ters (figure 1): 20.5% in cluster 0, 21.4% in cluster 1, 
28.6% in cluster 2 and 29.5% in cluster 3.

Cluster 0 outranked the other clusters, with the highest 
mean SBP, DBP and proportion of men (table 1). Cluster 
1 outranked the others in three categories, showing the 
highest mean BMI, WC and proportion of relatives with 
diabetes (table 1). Cluster 2 stood out with the smallest 
mean values for almost all predictors: BMI, WC, SBP and 
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men proportion (table 1). Cluster 3 only ranked first in 
one category: highest mean age (table 1).

When we reflected these four clusters in each country- 
year data set, a different distribution of each cluster was 
observed (figure 1). As it was the case in the training data 
set, cluster 3 had the largest proportion in 7 (out of 13) 
country- year data sets; conversely, cluster 3 became the 
least frequent in four country- year data sets. Cluster 0 was 
the least frequent in the training data set, and so it was 
in five other country- year data sets; conversely, cluster 0 
became the most frequent in two country- year data sets 
(figure 1).

The largest shrinkage was observed in cluster 2, the 
frequency of which decreased from 28.6% in the training 
data set to 2.7% in one country- year data set. Cluster 
2 also experienced the largest increase, moving from 
28.6% to 55.0% (figure 1).

For countries with more than 1 year of available data, 
some clusters were consistent, yet others changed in time. 
Mexico contributed to the analysis with 2 years and clus-
ters were largely consistent (figure 1). For Uruguay we 
also had 2 years and we observed a change: the frequency 
of cluster 0 was 24.2% in the first year, whereas it was 
17.5% in the second year; similarly, 24.2% of the popu-
lation were in cluster 1 in the first year, while 34.9% were 
in this cluster in the second year (figure 1). We analyzed 
3 years of data for Chile. There was an increasing trend 
for cluster 3: 22.7%, 32.3% and 40.1%; there was also an 
increasing trend for cluster 1: 12.8%, 18.8% and 22.3%. 
Conversely, the frequency for cluster 0 decreased: 42.9%, 
24.0% and 17.7% (figure 1).

DISCUSSION
Main results
We developed an unsupervised machine learning model 
to cluster people with T2DM from the general population 
in nine countries in LAC. The optimal number of clusters 
was 4, each with unique features. One cluster grouped 
a higher proportion of men and those with high blood 
pressure; other clusters included people with high BMI, 
WC as well as high frequency of relatives with diabetes. 
The frequency of the clusters was not always consistent 
across country- year data sets. The cluster profile could 
reveal underlying risk factors in people with T2DM in the 
general population; patients in different clusters could 
need tailored management and prevention. Changes 
across time and countries could also reveal variations in 
the underlying risk factor profile in the population or 
changes in the health system capacity, for example better 
diagnosis and treatment coverage. We used machine 
learning methods previously applied only to individuals 
and not to large populations,14–17 thus advancing the field 
with a preliminary work that sets the foundations for the 
identification of potentially relevant T2DM groups in the 
general population in LAC benefitting from population- 
based national surveys.

Potential explanations and implications
A mechanistic understanding of the etiology of each 
cluster is beyond the scope of this work (ie, this is not 
etiological research); conversely, we aimed to identify 
and quantify data- driven clusters of patients with T2DM 
in the general population in LAC. However, we discuss 

Figure 1 Cluster configuration in the training data set and in each country- year data set. ARG, Argentina; BRB, Barbados; 
CHL, Chile; CRI, Costa Rica; ELS, El Salvador; MEX, Mexico; PER, Peru; URY, Uruguay; VGB, British Virgin Islands.

Table 1 Characteristics of the clusters in the training data sets

Age (years) BMI (kg/m2) WC (cm) SBP (mm Hg) DBP (mm Hg) Men (%) Diabetes in family (%)

Cluster 0 64.3 (10.1) 29.5 (4.6) 98.3 (10.4) 170.1 (18.2) 92.7 (12.1) 41.7 56.0

Cluster 1 52.9 (10.7) 37.0 (5.3) 116.6 (10.2) 131.7 (16.4) 83.1 (10.9) 38.6 64.2

Cluster 2 46.5 (8.9) 27.6 (4.0) 90.5 (9.3) 122.8 (13.7) 79.3 (10.0) 31.5 59.6

Cluster 3 70.4 (8.5) 28.5 (4.3) 97.6 (9.9) 131.0 (15.8) 71.3 (9.2) 36.7 54.5

A graphical representation of these summaries (eg, boxplots) is shown in online supplemental figure 5.
Summaries for numeric variables (age, BMI, WC, SBP and DBP) are shown as mean along with SD.
Red shade for the largest mean, blue for the second largest, yellow for the third largest and green for the smallest value within each column.
BMI, body mass index; DBP, diastolic blood pressure; SBP, systolic blood pressure; WC, waist circumference.
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the profile of each cluster, relate it to T2DM key features, 
and propose possible applications of these clusters.

Cluster 0 and cluster 1 could represent two different 
groups of patients. Cluster 0 grouped most men and 
those with the highest mean blood pressure. People in 
this group could be at higher risk of cardiovascular events 
(eg, myocardial infarction or stroke) and may benefit 
from treatment or interventions to reduce and control 
blood pressure and possibly other associated conditions 
(eg, dyslipidemia). On the other hand, cluster 1 groups 
three variables that are the cornerstone of T2DM diag-
nosis and prediction: high body weight and relatives with 
diabetes. People in this cluster could be at higher risk of 
not achieving optimal metabolic control36 37 or of T2DM- 
related complications.38 People in cluster 1 could benefit 
from thorough metabolic control, with weight reduction 
and close medication monitoring. Other hypotheses 
may imply time elapsed from diagnosis. If patients with a 
recent diagnosis were included in cluster 1, then T2DM 
would not have yet caused weight loss, unlike patients 
who have long- lasting undiagnosed and/or uncontrolled 
T2DM. Regardless of time of diagnosis, metabolic and 
weight control could be key interventions for people in 
this cluster.

Cluster 2 showed the smallest or the second to the 
last smallest levels in all predictors, except in relatives 
with diabetes. Patients in this group are likely to have 
controlled T2DM, with weight and blood pressure appar-
ently in optimal ranges. Nonetheless, they had the second 
largest frequency of relatives with diabetes. People in this 
group could probably benefit from family- based interven-
tions.39 40 This could be beneficial for them, but also for 
other family members who have not been diagnosed with 
T2DM, for whom T2DM could be delayed or prevented.

Cluster 3 showed all predictors almost in the middle 
of the distribution, except for age which mean was the 
highest in this cluster. People in this cluster are, perhaps, 
most likely to have had T2DM for a long time. They may 
have learned how to live responsibly with this disease 
while taking care of other concomitant conditions, such 
as weight control and blood pressure. They could benefit 
from regular check- ups to keep surveillance on medica-
tion and other risk factors.41

There seemed to be a heterogenous distribution of 
clusters across countries; that is, the characteristics and 
frequency of clusters were not identical between coun-
tries. This could signal different profiles of people with 
T2DM in these countries (eg, metabolic control) and 
different distributions of underlying risk factors (eg, 
obesity).3 Health system performance to prevent, diag-
nose and control T2DM could also potentially explain 
this finding. Nonetheless, we ought to keep in mind a key 
difference among the analyzed data sets: the age struc-
ture. This does not make all samples comparable. We did 
not restrict to a common age subset because we aimed to 
develop a clustering model that can use the full power of 
national population- based surveys, which are conducted 
periodically and with a consistent methodology; had we 

limited the study to the same age range, we would have 
lost sample size and included fewer countries, limiting 
the scope of our work.

This work has successfully classified people with T2DM 
in four clusters at the general population level in selected 
LAC countries. We have proposed a hypothesis to explain 
the cluster configuration; based on these assumptions, 
we have also proposed interventions for each cluster. 
Nonetheless, given the study design (cross- sectional data 
analysis), it is impossible to study the long- term outcomes 
of the identified clusters. It is also impossible to study 
whether the proposed interventions for each cluster 
would have a positive effect on clinical outcomes. Future 
work, ideally multicountry cohorts in LAC, would need 
to elaborate on our work and study long- term outcomes. 
Currently, we provide data- driven clusters useful to iden-
tify groups of patients with T2DM in the general popu-
lation in LAC, but this deserves further prospective 
research.

Public health implications
This work analyzed population- based surveys to provide an 
overall picture of clusters of people with T2DM at the country 
level in LAC. In so doing, we found that it would be optimal 
to classify patients with T2DM in four clusters. We also found 
that the proportion of each cluster is not consistent across 
countries and years. This suggests that the characteristics of 
people with T2DM do not distribute equally in the selected 
countries.3 This has implications for regional and national 
interventions. First, regional guidelines and recommenda-
tions should secure that, when relevant and possible, inter-
ventions are tailored or can be adapted to the reality or profile 
of each country. The cluster patterns herein depicted suggest 
that people with T2DM do not always have the same under-
lying risk factor levels across countries and time. Second, 
when countries adopt successful T2DM interventions from 
other countries, careful consideration is warranted to assess 
whether tailoring or adaptation is needed. It may be possible 
that a successful intervention in one country does not have 
the same impact in another, if the underlying profile of the 
patients is different. Finally, interventions should not be 
static and periodic assessment is needed to understand if the 
population still shows the same profiles, or conversely they 
need a new or updated intervention.

We provided a potential tool for surveillance of groups 
of people with T2DM in the general population. If we have 
four clusters and in 2015, 30% of the T2DM population 
in country X belonged to cluster 0, 20% to cluster 1, 40% 
to cluster 2, and 10% to cluster 3. This would give an idea 
of the overall underlying profile of people with T2DM. If 
cluster 2 was characterized by poor metabolic control, then 
we would need to improve this (eg, securing treatment). If 
we repeat the analysis in 2020, the frequency of these clusters 
could change to the following: cluster 0 with 70%, cluster 1 
with 15%, cluster 2 with 10% and cluster 3 with 5%. Then, 
this would give evidence that in the last 5 years something 
in the population has changed (this would need further 
investigation), because the T2DM population is now -in 
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2020- pronominally in cluster 0. If cluster 0 was characterized 
by high obesity rates, then this would suggest that we need to 
secure better weight management or introduce other food 
policies.

Strengths and limitations
We used national surveys, which account for an overall good 
representation of the general population in the selected 
LAC countries. Our inclusion criteria for T2DM accounted 
for known and unknown T2DM, providing evidence for the 
overall T2DM population while maximizing the study sample. 
However, limitations need to be acknowledged too. First, 
despite using national surveys, we analyzed a small sample 
size. This was because we only studied people with T2DM, 
rather than the whole population. Our results could be veri-
fied with a larger sample of people with T2DM, although 
it is unlikely to find such sample with a national scope. 
Second, T2DM status was based on self- reported diagnosis 
or glucose tests. It could be argued that other biomarkers 
(eg, hemoglobin A1c (HbA1c)) could provide better diag-
nosis or could be complementary. Conducting more sophis-
ticated blood tests is challenging, not to mention expensive, 
in large random population- based samples, particularly in 
national surveys. Even if other tests were available, we would 
have diagnosed few more cases; we argue that this would 
not have substantially changed our results. Third, other vari-
ables, for example HbA1c or microvascular/macrovascular 
complications, were not available in all national surveys, 
so further analysis by metabolic control or T2DM- related 
complications could not be conducted. Nonetheless, this 
limitation further supports our argument to use simple vari-
ables to provide evidence for the general population, and 
not only more sophisticated markers that may not be always 
available in large national surveys, which can inform public 
health interventions. Fourth, the surveys we analyzed had 
different age structures; for example, some studied people 
younger than 65 years and others included older individ-
uals. In that sense, comparisons across countries need to be 
made cautiously and consider these differences. We did not 
restrict the samples to the same age range because (1) we 
aimed to maximize sample size and the number of available 
surveys, hence the number of countries; and (2) we aimed 
to develop a model that would benefit from, and could be 
applied to, available national surveys which are conducted 
periodically and following the same methodology. If we had 
developed a model for a subsample, then the full power of 
a national data set would not have been used. Data maximi-
zation is paramount for machine learning research. Fifth, 
we did not compare our models with others available in the 
literature.14–17 A head- to- head comparison with other models 
was beyond the scope of this work because we targeted a 
different population and had a different rationale for our 
work. Previous models aimed to precisely classify individual 
patients based on clinical or sophisticated predictors and to 
understand what outcomes they were most likely to experi-
ence.14–17 Conversely, we targeted the general population 
and aimed to identify clusters of patients, from the general 
population, based on simple variables that are available in 

large national surveys (eg, weight, height and blood pres-
sure). Available models have a strong place in clinical medi-
cine, while we hope our work can inform population health 
efforts to identify, quantify and monitor clusters of patients 
with T2DM in the general population. Sixth, because of the 
nature of the data herein analyzed—national population- 
based surveys—we could not look into long- term outcomes, 
like studies with a reduced sample and more sophisticated 
predictors have done.14–17 Our work complement this 
stronger evidence by suggesting that machine learning 
clustering analysis could also provide relevant information 
applied to larger national surveys. Future work should elabo-
rate on the long- term outcomes based on the clusters herein 
developed. Seventh, the analyzed data were collected in 
different years, which could have introduced time bias. We 
do not consider this a serious limitation to our results because 
we aimed to provide a broad picture for the region in a wide 
(~10 years) time frame. Eight, because we converged several 
data sets from countries in LAC, we believe our models could 
be applied to other countries not herein studied; however, 
extrapolation to other world regions would require further 
verification and cautious interpretation. Eighth, although 
we acknowledge that sex is an important variable in T2DM 
epidemiology, our clustering model included sex as a 
predictor rather than conducting the analysis stratified by 
sex. However, when we verified our clusters stratified by sex 
(online supplemental figure 4), the cluster configuration 
and the relative proportion of each cluster were very similar 
between men and women, as well as in comparison with the 
overall results herein presented. Small noted differences are 
most likely due to a misbalance of sex.

CONCLUSIONS
An unsupervised machine learning approach to cluster 
people with T2DM in the general population of selected 
LAC countries revealed groups with unique features. 
These clusters could be used for risk stratification and to 
propose interventions or policies for different countries 
in LAC to reduce T2DM burden based on the underlying 
profile of people with T2DM. The clusters revealed that 
this profile is not identical across countries, and even 
within countries these clusters may change over the years. 
Meaningful short- term, mid- term and long- term associa-
tions of these clusters warrant further investigation.
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