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Abstract

Over the last decade, philosophers of science have extensively criticized the epistemic superiority of Randomized Controlled Trials (RCTs) for testing safety and effectiveness of new drugs, defending instead various forms of evidential pluralism. We argue that scientific methods in regulatory decision making cannot be assessed in epistemic terms only: there are costs involved. Drawing on the legal distinction between rules and standards, we show that drug regulation based on evidential pluralism has much higher costs than our current RCT-based system. We analyze these costs and advocate for evaluating any scheme for drug regulatory tests in terms of concrete empirical benchmarks, like the error rates of regulatory decisions.

1. Introduction

During this last decade, philosophers of science have addressed the use of scientific evidence for policy-making purposes in many different ways. Such discussions have often adopted a Platonic stance: epistemology goes first. Given a policy-making problem, the philosopher should just identify which sort of evidence will better solve it. But the policy-making process may often be more complex. Our goal in this paper is to show the limitations of this Platonic approach, advocating instead for a more experimental take: rather than just criticizing the evidence actually used on purely a priori grounds and present a principled alternative, philosophers should also care about the empirical benchmarks that would allow the public to see whether their principled alternatives work better than the already established approach.

Our case in point is drug regulation, in which for the last five decades randomized clinical trials (RCTs) have been used to test the safety and efficacy of new compounds. Philosophers of science have extensively criticized the epistemic superiority of clinical trials for such purpose and have defended various forms of evidential pluralism, on purely epistemic grounds. We first restate this epistemic debate in legal terms (section 2): for regulatory purposes, evidential pluralism implies a standard-based decision-making process, whereas the current approach to drug testing is based
instead on rules. Following the 1962 Food and Drug Administration Act, most regulatory decisions operate on a simple rule: if there are two positive RCTs, approve the drug. Several philosophers of science contend instead that regulators would do better if they addressed the question of whether a drug is safe and effective searching for the best evidence available, whatever its sources. This is a standard-based approach.

The economic analysis of law has appraised the rule versus standards distinction in terms of their respective costs. We draw on this approach to argue that, in order to avoid Platonism, any normative proposal to reform our regulatory schemes should consider not just the epistemic superiority of an alternative, but also the costs of adjudicating drug approvals on that basis. Not just the costs of purely epistemic deliberation on the basis of a rule or a standard, but also the costs of protecting deliberation from any external conflict of interest. In section 2, we introduce the rules versus standards distinction, highlighting the current consensus in the economic analysis of law: rules have fewer costs than standards when it comes to decision making. In section 3 we restate in these terms a number of recent proposals to change the epistemic yardstick we currently use in pharmaceutical regulation. In section 4, we draw on the experience of the FDA to analyze the costs of regulatory decision making under the external pressure of pharmaceutical interests. We compare decisions achieved through RCT-based rules and decisions attained with a standard-based deliberation. Our conclusion is that, once costs are taken into account, there is no compelling reason to expect that a standard-based system may improve the current RCT-based approach.

Yet, we also defend, in the fifth and final section, that a proper clarification of this normative debate requires an empirical benchmark of regulatory success. We propose to use the error rate of regulatory agencies, which is defined as the number of products withdrawn from the market after approval, drawing on the experience of the FDA. Many may object to this index on the basis of the unreliability of the very agency issuing the figures: the FDA, they will argue, is captured by pharmaceutical interests and, as a consequence, it recalls fewer drugs than it should. In our view, this is the most extreme position in the rules versus standards debate in pharmaceutical regulation: no regulatory yardstick can resist the power of lobbies. Yet, as we will conclude, the capture argument also relies on a benchmark of regulatory success that is probably Platonic as well. Overcoming Platonism in the discussion of pharmaceutical regulatory issues is the final recommendation of this paper.

2. RULES VERSUS STANDARDS IN DRUG REGULATION

Let us first introduce the distinction between rules and standards (see also Luppi and Parisi 2011). Both are legal directives with a conditional structure of the form “If X, then Y.” The antecedent is
the “trigger”: an event plus some concomitant circumstances. The consequence is the “response.”

Rules have a hard-empirical trigger, and a hard-determinate response. Standards have a soft evaluative trigger, and a soft guided response (Kaplow 1992; Schlag 1985).

“Dogs are not allowed in bars” is a rule of the form “If x is a dog, x is not allowed in a bar.” The trigger is an unambiguous fact (either x is a dog or not); the response is not open to interpretation. Rules have justifications: the reason why they were originally established. Preventing dogs from entering bars might have been justified in order to avoid disturbances to customers. According to (Schauer 1993), rules should always be implemented independently of their justification: seeing-eye dogs are surely trained not to disturb anyone in public spaces, but they are dogs nonetheless and, according to the rule, they should not be allowed in bars. A bear will surely be a disturbance in any bar, but the rule does not apply directly to bears. Rules are then based on an entrenched generalization: they are at once under-inclusive (the bears) and over-inclusive (the eye-seeing dogs). Standards are comparatively flexible: “Only good dogs are admitted.” The goodness of a dog should be assessed according to the justification of the standard. Someone should consider what may disturb customers and decide whether each particular dog may behave accordingly (that is the soft evaluative trigger), and only then, may she allow the dog in the bar. These are, of course, ideal types: actual laws mix rules and standards in varying degrees.

Scholars in the field of Law and Economics have discussed the differences between standards and rules in terms of their respective costs, broadly conceived (Kaplow 1992).³ There are, of course, costs to both promulgating and enforcing laws, and these costs may vary, depending on whether legislators choose rules or directives. Hard triggers have a high degree of specificity: they enumerate the precise circumstances under which the rule should be applied, and identifying such circumstances involves clear ex ante costs. For example, of all the possible tests that a pharmaceutical regulator might use to establish the effects of a treatment, which one should the legislator choose in order to promulgate the relevant legislation? How should she find out? Standards are typically easier to promulgate, since they have a lower degree of specificity: e.g., “harmful treatments are prohibited in pharmaceutical markets.” Yet, standards are costlier to enforce: the adjudicator should establish in each case how to apply them. For example, pharmaceutical regulators will have to decide for each new treatment on what basis they decide on their potential harms.

There are also costs from the standpoint of the other stakeholders concerned with the laws. The pharmaceutical industry, for instance, should decide in which treatments to invest according to the predictability of regulatory approval. Rules are typically more predictable than standards. In case
there is a potential regulatory mistake (e.g., a harmful treatment entering the market) and patients have to litigate, it is easier to argue about the defective application of rule than a standard. Of course, rules are not preferable to standards by default in every realm (Kaplow 1992; Friedman and Wickelgren 2013), but for the last fifty years rules have played a predominant role in American drug markets.

Following the passage of the 1962 Food and Drug Administration Act, and up until 2016, drug regulation in the United States has been based on a particular combination of rules and standards. The 1962 Act established that drug manufacturers had to apply to the FDA for the approval of new treatments. Such application would only be considered if:

[I]t includes substantial evidence consisting of adequate and well-controlled investigations, by experts qualified by scientific training and experience to evaluate the effectiveness of the drug involved, on the basis of which it could fairly and responsibly be concluded that the drug will have the effect it purports or is represented to have under the conditions of use prescribed.

The definition of a “well controlled investigation” was further clarified in 1969 (Section 314.126 of Title 21 of the Code of Federal Regulations), when it was formally quantified as two randomized clinical trials plus one previous or posterior confirmatory trial. Clinical trials are comparative experiments in which the effects of an experimental drug are compared to the standard treatment or to a placebo, testing the hypothesis that there is no difference between them according to a given statistical design. Once the manufacturer has collected all the necessary evidence, it is submitted to the FDA for review in the form of a New Drug Application (NDA).

FDA approval is then generally based on a rule: if there are two positive RCTs, accept. But there are also occasions to use standards. For instance, the reviewers might disagree on the quality of the evidence submitted. In such cases, the FDA may summon an advisory committee of experts to resolve the dispute. Their conclusion is not mandatory for the FDA, although it is usually accepted (Zuckerman 2006). The FDA directly appoints members of the advisory committee from experts in the relevant scientific fields. For example, the Oncologic Drug Committee consists of 13 voting members including one representative of patients/consumers. The industry is represented with one non-voting member.

Usually the FDA and the company that submitted the NDA present all the relevant data to the members of the committee, who should then proceed to a public collective deliberation. Once this deliberation ends, each member of the committee must vote on some specific yes-or-no questions
formulated by the FDA, such as “Given the current knowledge, does this medicine have a demonstrated benefit?” (Urfalino 2012). The FDA itself stresses the fact that it pays attention not only to the votes, but also to the deliberation process (Urfalino 2012). The entire process is as transparent as possible: the meetings of the committees are open to the public, and the minutes are then published on the FDA website.

In general, the questions for new drugs concern “whether the safety and effectiveness information submitted for a new drug is adequate for marketing approval” (Center for Drug Evaluation and Research, n.d.). The members of these advisory committees should thus cast their votes according to a standard: if the evidence presented is substantive enough, grant market approval. This is clearly a soft evaluative trigger, as compared to the outcome of an RCT (e.g., either it reaches statistical significance or not) and each voter may interpret it differently.

The coexistence of rules and standards in drug regulation shows that both decision procedures are possible in pharmaceutical regulation. The primacy of rules seems to illustrate a general point in the economic analysis of law: rules are more efficient than standards when adjudication frequently occurs in settings characterized by common traits (Fon and Parisi 2007). If decisions are rare, it may be easier not to spend much effort in articulating a highly specific rule, but rather promulgate a standard and leave to the adjudicators to make a decision based on the circumstances of the case. For frequent decisions on complex issues by specialized courts, by contrast, Fon and Parisi (2007) shows that, under stylized assumptions, rules lower adjudication costs. Indeed, frequency of decisions is an issue at the FDA: the agency screens dozens of drugs annually following standardized procedures. Identifying a positive RCT as the trigger has also become a relatively standardized task. Years of methodological debate have yielded checklists and guidelines available to reviewers for the overall assessment of the study design. Although the fine details of the statistical assessment of the trial are trickier, any positive an RCT must show a statistically significant difference between the two compared interventions (the famous $p<0.05$) in the primary endpoint of the treatment. Agreement on the triggers seems to be usual enough at the FDA, since comparatively few decisions on new drugs are reached through committees (which are appointed to sort out disagreements on evidence).

There is nothing inevitable about the use of RCTs-based rules in pharmaceutical regulation. The consensus formed among pharmacologists in the late 1950s about the superiority of RCTs to test all sorts of treatment may change. When the FDA adopted RCTs as regulatory yardsticks the assumption was that it was better than any other method of causal inference about treatments. As we discuss in the following section, philosophers of science have argued in different ways against
this assumption. The open question, in this framework, is whether the benefits of adopting a
different rule or standard make up for the costs of dispensing with the simplicity of RCTs.

3. **EPISTEMOLOGY FIRST: THREE APPROACHES**

Historically there have been different ways to assess the safety and efficacy of new treatments. Between 1900 and 1950 expert clinical judgment was the main approach in the assessment of the properties of pharmaceutical compounds, both in Britain and the United States. An experienced clinician would administer the drug to a series of patients he considered more apt to benefit from it. His conclusions would be presented as a case report, with the details of each patient’s reaction to the treatment. The alternatives were first laboratory experiments and then controlled clinical trials (from which RCTs would later emerge). The former would proceed either in vitro or in vivo (on animals and patients): considered superior by clinicians with a scientific background, its scope was usually restricted to safety considerations. It soon gave way to comparative trials, in which two treatments were alternated on the same patient or administered in two groups of patients (simultaneously or not). The arrangements to secure the comparability of the two treatments were the controls and they adopted different forms. The following items counted as controls in these trials: the patients’ eligibility criteria, the way treatments were allocated (alternation and randomization), uniformity in administration of treatments and patients’ blinding. They were not necessarily used all at once. Statistical reports from controlled trials conveyed their results with different degrees of sophistication. The standardization of what we now call an RCT began with the British Streptomycin trial in 1947 and concluded with the adoption of RCTs as a regulatory yardstick by the FDA in the 1960s. RCTs articulated the controlled experiment with the template statistical design first advocated by Ronald A. Fisher. As mentioned above, they are comparative experiments in which a new treatment is run against either the usual therapy or a placebo on, at least, two groups of patients. Other than the treatment, the patients should be treated exactly alike so that any difference in the outcome can be attributed to the single difference between the two groups (the intervention). A statistical protocol will assist regulators to organize the experiment and interpret the outcome, thereby realizing the superiority of RCTs for causal inference.

The different methods for drug testing were all potential candidate triggers in a regulatory *rule*. As compared to these other methods, RCTs are considered superior at grasping the causal connections between a treatment and its effects. Since regulatory agencies are interested in the safety and efficacy of these effects, it is only natural that RCTs were adopted as triggers in pharmaceutical regulatory rules. If RCTs are a priori better than any other form of causal evidence, why look elsewhere? Philosophers of science have challenged this purported superiority of RCTs with
different arguments, advocating either for more complex decision rules or, simply, standard-based decisions. Let us consider three of these approaches with different versions of what we call the “epistemology first thesis,” in ascending order of decisional complexity.

The EBM+ consortium is a British research team that has been defending for the last decade the necessity to combine mechanistic and statistical evidence about causal interventions in medicine in order to fully grasp their effects. RCTs on their own are fallible, they argue, and knowledge of mechanisms help in transporting causal claims to new populations beyond the trial (Clarke et al. 2014), a clear concern for any pharmaceutical regulator. In their recently published handbook Evaluating evidence of mechanisms in medicine (Parkkinen et al. 2018), the EBM+ consortium presents standardized tools so that any stakeholder in a decision-making process involving medical treatments can assess the quality of the available evidence for or against the interventions. These tools are checklists that assign scores to each intervention according to the variety and quality of the evidence supporting it. Decision processes are complex, the authors acknowledge, and “evidence and its appraisal are but one part of the mix” (Parkkinen et al. 2018, p. 35). EBM+ does not offer any guidance for decision, but, in our view, their evidence assessment checklists could easily replace trials in any regulatory decision rule: “if a treatment scores above this threshold in the checklist, accept.” Except that the assessment of new treatments would now be more complicated given the new sources of evidence, in addition to trials, that regulators should consider. The costs of the adjudication process will rise given the higher (implicit) complexity of the rule. The EBM+ expectation, of course, is that regulatory decisions will improve, reducing the number of type I or II errors.

Barbara Osimani has led a grant from the European Research Council to study alternative ways to use evidence in pharmacology. Landes, Osimani, and Poellinger (2018) have criticized the regulatory focus on RCTs, since they do not provide adequate evidence of potential harms. RCTs assess causal effects of treatments on a sample of patients under controlled conditions. These studies rarely capture the heterogeneity of the actual populations to which the treatment will be administered, and this heterogeneity is a source of potentially harmful effects: not every patient will react to the treatment as those studied in the trial. RCTs may provide a general assessment of safety and efficacy, but they do not capture potential adverse effects on particular groups of patients. There is room for improving regulatory decisions if more of these latter effects are detected before market approval. Therefore, Landes, Osimani, and Poellinger (2018) advocate for a more complex approach in which Bayesian methods will allow decision makers to take into account different forms of evidence that grasp better the potentially harmful effects of treatments as well as their
efficacy. Unlike the EBM+, this approach is willing to consider evidence beyond trials and mechanisms. Moreover, Landes, Osimani, and Poellinger (2018) dare to propose a decision rule about new treatments. In this rule, the evidence about treatments will feed the expected utility function of the decision maker, so that acceptance will happen when the utility reaches a certain threshold. Here, the complexity of the decision process increases both in terms of the amount of evidence to be assessed and the procedure to reach a decision, but we are still within a rule-based framework.

Nancy Cartwright, one of the leading philosophers of causality, has explicitly argued against the “algorithmic” interpretation of causal evidence in policy-making processes, defending instead a deliberative approach. For Cartwright, we live in a world of dappled causal capacities: there is no a priori guarantee that making a medical intervention work in a clinical trial will make it work the same way in a different situation. Causal interventions do not work alone, but in combination with supporting factors that might or not be present in each context of application. In our terms, treatments do not share enough traits to make rule-based decisions efficient: each treatment used on a given population should be considered separately.

For Cartwright, regulatory authorities should find evidence about the causal factors that will contribute to the efficacy of the intervention on the general population of patients. Cartwright suggests collecting all the facts that are relevant to the transition from efficacy in the trial to effectiveness on other populations. For this search there is no algorithmic method, but rather a number of heuristics that regulators should use wisely. For example, they can conduct a pre-mortem analysis, a thought experiment of the form “If the intervention goes wrong, how will it have gone wrong?” (Cartwright and Hardie 2015). This will provide some clues as to the contributing factors that may spoil the effect of a treatment outside the trial. Ultimately these heuristics cannot be synthesized in a simple rule with a hard-empirical trigger. Drug regulation should therefore use standards with soft evaluative triggers: if the evidence presented is good enough, grant market approval. Deliberation about evidence is necessary to make this decision.

These three approaches exemplify in various ways our epistemology-first thesis: they all share the assumption that going for the best evidence (in quantity and quality) will deliver a better error rate, no matter how it complicates the decision process, and whatever the interest or stakeholders at play. Regulators using these modified rules or standards will fail less often in deciding about new treatments, as compared to their current rate of mistakes under the RCT-based rule: fewer dangerous compounds will be erroneously accepted and more effective therapies wrongly rejected.
Yet, both the EBM+ and Osimani’s approach are essentially reformist: the evidential pluralism they advocate is compatible with a rule-based system, except that the trigger in the conditional is more complicated to pull, increasing the costs of the decision. Cartwright is the one that more radically changes the current approach to regulatory issues. She is advocating for considering causal interventions on a case-by-case basis, because this is the dappled nature of our world. There are no causal laws governing patients’ populations independently of the context in which the treatments are administered and there is no single best method to study treatment effects. This sort of epistemic pluralism requires standard-based decisions reached through deliberation. Here is where the epistemology first thesis reaches its Platonic apex: evidence alone will make those committees agree. Yet, we wonder, what are the costs of this adjudication process? Will the benefits of standard-based decisions offset them? As we will argue in the following section, a pragmatic approach to these questions requires us to take further costs into consideration.

4. The Costs of Conflicts of Interests

In section 2 we showed how the 1962 FDA Act created a regulatory system in which most decisions were made on the basis of an RCT-based rule, resorting to standards-based adjudication in case of disagreement on the evidence. This system can be justified in terms of its efficiency in selecting the safe and effective treatments with the fewer costs. Yet, as we just saw in the previous section, if the epistemic adequacy of the hard trigger is challenged, there is room for alternative decision methods that, on paper at least, might yield better decisions. Yet, for Robert Temple, the legendary FDA officer, adopting the most radical of this proposals (a standard-guided case-by-case approach) was “his idea of a nightmare” (Berry, Goodman, and Louis 2005).

Is Temple’s regulatory nightmare worth having? We will argue against Cartwright’s standard-based approach on two different accounts. On the one hand, we will show that, as of today, there is no evidence that standard-based deliberation in FDA committees yields better decisions. A quick rejoinder is that at the FDA there is much industry pressure distorting deliberation, so we cannot see regulatory standards operating at their best. In response, we will argue that, in assessing the adequacy of rules and standards for pharmaceutical regulation, we need to consider the costs of protecting rule- or standard-based decisions from conflicting interests.

The first part of our argument is relatively straightforward. If Cartwright is correct, we may expect deliberative committees to perform better than rule-based review boards in detecting unsafe or inefficient drugs. But deliberation per se does not seem to yield very different decisions. A study conducted by the National Research Center for Women & Families provides a quantitative analysis of the decision of FDA advisory committee (Zuckerman 2006b), following their voting patterns.
One of the most interesting findings is that committee members voted unanimously for 66% of the drugs they recommended for the approval, which is particularly surprising given that advisory committees are convened for controversial cases in which the available RCT evidence does not seem particularly persuasive. Moreover, sometimes the FDA has approved drugs for which the advisory committees recommended the opposite. In Zuckerman’s analysis, between 1998 and 2005 advisory committees voted against 11 drugs, but the FDA subsequently approved 4 (36%) of them. Whereas, according to another report (Smith et al. 2012), the FDA decisions are very consistent with the advisory committee voting: in a set of 63 FDA advisory committee meetings that included votes for or against the approval of a new drug between 2001 and 2010, only 2 twice did the FDA approve a drug despite the committee voting.

According to Zuckerman (2006) “many of today’s FDA drug and device advisory committees are rubber stamps for approval almost every time they meet.” We have no statistics about withdrawals and warnings for committee decisions, but there have been significant scandals on both accounts. For example, there were unanimous votes for the approval of Celebrex in 1998 and Vioxx in 1999, two drugs that subsequently were found to significantly increase the risk of heart attack and stroke. Vioxx was subsequently withdrawn, giving rise to a public scandal, while Celebrex remained on the market, but with strong warnings.

In other words, despite its superior adjudication costs, standard-based deliberation on its own may lead to the same mistakes as rule-based approvals do. Yet, it may be argued that we do not see epistemic deliberation working at its best in today’s FDA committees. The pharmaceutical industry imposes too much pressure on regulatory bodies to let them operate properly. Too often committee members have some financial ties with one or more pharmaceutical company. A recent study analyzing the voting pattern from 379 CDER meetings during the 15-year period 1997-2011, (Pham-Kanter 2014) showed a strong pro-sponsor bias among the committee members who have financial relationships with firms. Interestingly, this pro-sponsor bias appears to be larger when the scientific evidence is more ambiguous, and therefore so in all those cases in which a deliberative judgment would be necessary to make a good decision.

For the industry, regulatory decisions are high-stakes bets: developing a drug to the point of submitting a NDA to the FDA is expensive; it costs an average of $2.6 billion merely to get a drug through the FDA approval process (Mullard 2014). Thereby arises the temptation for the industry to “capture” the regulator and find ways to make the FDA decide according to the industry interest, even if it collides with the interests of the public (Carpenter 2013). By the same token, it is obvious that we are not seeing RCT-based decisions grounded on the best possible evidence (Gøtzsche,
Smith, and Rennie 2013). Bero and Rennie (1996) have discussed how industry-sponsored trials might favor the outcomes of a trials. Two quick examples are the choice of control and outcome measures. As to the former, researchers may, for instance, test an experimental drug against a placebo when an efficacious therapy is already available, or use a dosing in the control group that favors the experimental drug (Rochon et al. 1994). As to the latter, surrogate endpoints are nowadays extensively used to accelerate drug development and save money, but their validity is questionable (Aronson 2005; Pereira, Horwitz, and Ioannidis 2012). Pharmaceutical companies sponsoring trials can make many methodological choices that deviate from the ideal study design for RCTs, and which a priori can favor the experimental drug.

In other words, we must consider more than the operation of hard and soft epistemic triggers in a frictionless manner (Holman 2017). Regulatory agencies operate under conflicting pressures from various actors (not just the industry). Therefore, in assessing the costs of epistemic rules or standards for regulatory decision making, we must also factor in how resistant they are to external pressure. If we assume, for the sake of argument, that legislators are capable of resisting such pressures and promulgate epistemically sound rules or standards, how likely is it that regulatory agencies can apply them properly? Rule-based systems are expected to reduce corruption to the extent that they limit discretion and thereby minimize abuses of power (Schafer 2006). Standard-based adjudication, instead, is very sensitive to external pressures, for example, ideological decision making (Fon and Parisi 2007). Defending regulatory deliberation without any caveats about external interferences, pace Cartwright, seems too Platonic in this context. Yet, we fear there is no cheap solution to protect committees from conflicts of interests (Intemann and de Melo-Martín 2014).

Justin Biddle, a philosopher of science, has presented what is in our view the most compelling proposal for a standard-based regulatory system. Drawing on Kantrowitz (Kantrowitz 1967, 1976) and Merton (Merton 1973), Biddle has argued for the introduction of an adversarial system in regulatory committees, in which the interests in conflict are explicitly argued for: “Two groups of advocates would present arguments for a specific position, and a panel of judges would adjudicate between these two groups” (Biddle 2013) The industry chooses its own advocates, whereas the other set of advocates can be chosen among industry competitors (insurance companies, public health care agencies, patients and citizen groups). Judges must be scientific experts independent from both parties, having no direct interest or connections to the issue under consideration. The advocates and the judges should be, of course, kept separate. To control for independence, both
groups of advocates should have the possibility to exclude a given number of scientists from the panel of judges. In this way, the decision should be as impartial and objective as possible.

Biddle’s proposal captures some of the best arguments for standard-based decisions provided by legal and economics scholars. Invest a limited amount in creating a body of expert judges without conflicts of interest and let the advocates absorb the costs of finding the right evidence for their interpretation of the standard. Under certain idealized assumptions, this may be the most efficient approach (Friedman and Wickelgren 2013). The party that promotes the most efficient outcome will have more to gain by a positive decision, and therefore has more incentives to invest resources in supporting its case. Yet, for this sorting process to work, there should be a certain symmetry between the resources of the conflicting parties, otherwise the quality of legal representation may simply outweigh the merits of the case. Most patients’ organizations are poor as compared to pharmaceutical companies, if these latter are not their primary source of funding. To illustrate this, consider that in the notorious Vioxx scandal, Merck set up a $4.85 billion settlement fund just to resolve consumer claims, while in 2017 the total revenue of one of the largest patient advocacy organizations, the American Heart Association, was just $865 million (Forbes June 30, 2017).

Summing up, the operation of rules and standards in pharmaceutical regulation may be distorted by industry pressure. Assuming a good epistemic trigger in both, rules are less discretionary and, therefore, more difficult to game than standards. If our discussion of Biddle’s proposal is correct, standard-base deliberation may be also very expensive to protect from conflicting interests.

5. AN EXPERIMENTAL APPROACH TO REGULATORY DECISION-MAKING

Let us take stock of the argument so far. We have examined the proposals of different philosophers of science about how to improve our pharmaceutical regulatory system from an informal law and economics standpoint. Even if regulatory rules and standards hinge on epistemic triggers, having the best epistemic trigger does not necessarily imply that one will have the best regulatory system. Standard-based deliberation is, in itself, costly, as compared to a rule-based system, and, a priori, it is more difficult to protect against external pressures.

That does not imply that our current regulatory system works easily and well. According to Gotzsche, Smith, and Rennie (2013), the clinical documentation for just three RCT-based NDA can take up 70 linear meters of binders. So maybe the ideally correct decision is out of our reach with either rules or standards. The question, of course, is whether a good enough decision is reachable. So far, we have just discussed costs, but rules and standards should also be judged in terms of the benefits they yield. In this final section we want to explore the possibility that, for the amount of
resources the FDA has, patients are reasonably well protected with RCT-based rules. Or, alternatively, it is not self-evident that with a similar amount of resources standard-based decisions will protect patients better. We need to find an empirical index that allows us to judge which decision procedure is more suitable for protecting patients.

We claim that market withdrawals are a rough indicator of the error rate of RCT-based rules. Market withdrawals in the USA, as in many other countries, follow a standardized procedure: if there is reported evidence suggesting a reasonable risk of death or other serious adverse reactions from use of a medicinal product, the FDA may ask the company authorized to market it to conduct a recall. The FDA will then study how the drug’s benefit and risk balance compares with treatment alternatives. If the risks outweigh the benefits, the drug may be finally withdrawn from the market. Given that the FDA mandate is to test drugs for safety and efficacy, drug withdrawals are *prima facie* explicit regulatory mistakes: drugs that should have been banned have been allowed into pharmaceutical markets. Number of drug withdrawals is admittedly a rough index of regulatory success. For instance, there are no universal guidelines and therefore there is no perfect international agreement about which drugs should be available (Aronson 2017). With every caveat in mind, less than 2% of new drug approvals by the FDA between 1950 and 2011 were withdrawn (Onakpoya, Heneghan, and Aronson 2016). Following the pioneering review of Onakpoya, Heneghan, and Aronson (2016), in absolute figures, 134 drugs were withdrawn in the USA between 1953 and 2013 for serious adverse reactions. About 50 of them were linked to death (Onakpoya, Heneghan, and Aronson 2015), often correctly (Onakpoya, Heneghan, and Aronson 2017).

For the sake of the argument, let us now take these figures at face value. Our claim is that market withdrawals provide an *empirical benchmark* of how well the FDA can meet its regulatory mandate on a rule-based system, with its current institutional arrangements. Critics of the RCT-rule should discuss under which circumstances a different rule or standard regulatory system can overperform a 2% error-rate. In our view, it is not enough to claim that current trial system is broken. Perhaps it is, but we need to know how much it would cost to achieve a better result with different sources of evidence and under similar external pressure, before deciding whether it is worth it to invest in making it happen. The point is that, once costs are taken into account, epistemic arguments alone are not enough to defend the necessity of an alternative. If regulatory agencies can be persuaded to run a pilot program for drug assessment with different decision methods, perhaps we will be able to find out empirically which system is better.

An immediate rejoinder would be to challenge the reliability of the submitted 2% FDA error rate. For many, the real number of dangerous compounds in the market would be much higher, because
the FDA is not properly complying with its institutional mission. Technically speaking, the FDA would have been *corrosively captured* (Carpenter 2013): the pharmaceutical industry would have succeeded both at obtaining undeserved RCT-based approvals and keeping those defective treatments in the market. This is a popular vision of the pharmaceutical industry widely advocated by specialized journalists (Angell 2004), epidemiologists (Gøtzsche, Smith, and Rennie 2013) and STS scholars (Abraham and Davis 2013). Their arguments are usually based on case reports about regulatory misdeeds or statistical estimates. For instance, according to Gøtzsche, Smith, and Rennie (2013), by 2007, 20 million consumers had taken Zyplera, an anti-psychotic drug for which the FDA had issued a warning already in 2003. Meta-analyses would have shown that for every 100 patients treated in a trial, there was a death from the drug. Therefore, taking into account the total number of consumers, 200,000 patients may have died for a drug that, in Gotzsche’s view, should not have been in the market in the first place.

Following Carpenter (2013), we disagree with the adequacy of any of these methods to properly analyze regulatory capture, but, for the sake of the argument, let us assume that the FDA has been indeed captured by pharmaceutical interests. The implication for our own argument is that no matter how good the rule or the standard, the amount of pressure the industry exerts today can bend it. Our entire analysis so far would be pointless. According to critics like Gotzsche, the problem originates more in the vulnerability of people than on the ideal properties of methods; after all, Gotzsche is a fierce advocate of Evidence-Based Medicine. The solution is thus to transform the regulatory environment, nationalizing pharmaceutical research, so that no market pressure will interfere with drug assessment.

The costs, and not just the benefits, of this solution are of a different order of magnitude: is it worth it to dispense with pharmaceutical markets just so we can have better drugs? Whereas for any rule- or standard-based regulatory scheme there is at least the possibility of a scale test, we have very little evidence to judge what would be the outcome of restructuring pharmaceutical markets so dramatically. Our only experience of a completely public pharmaceutical industry is the USSR and it was simply a failure in terms of innovation as measured by drug patents (Jack and Mason 1987).

A less radical but still costly alternative would be to nationalize the regulatory tests: conduct trials (or whatever trigger our regulatory system requires) funded by public budgets and designed by public officers (Abraham and Davis 2013). Costly as it may be, we find this a defensible solution, since it would allow us to decide between rules or standards on the basis of the best available evidence. Yet, this proposal would probably be objectionable to the most radical critics: if the
FDA, with all its institutional power, has been captured, how could any public testing agency resist pharmaceutical pressure?

Capture arguments are themselves corrosive and should be handled with care. We concur with Carpenter (2013) about the necessity of a clear definition of the pharmaceutical public interest as the starting point of any discussion. In particular, we need to define what levels of risk are acceptable for authorizing new drugs. As we saw in section 3, philosophers of science have argued for increasing safety levels, using methods that would allow regulators to capture adverse events beyond the reach of standard RCTs. Desirable as it is, there might be a limit to this demand. According to Edwards (2005) there are very few drugs in which the overall risk really is greater than the effectiveness. Given that zero risk may be a non-attainable ideal, Edwards suggests focusing more on how patients are actually treated rather than whether a drug is on the market or not. Patients should be asked what risks they are prepared to take and for what benefits. This is a normative debate that goes beyond our rules versus standards dilemma, but any alternative regulatory scheme should address it (Tempini and Teira 2019).

5. CONCLUSION

The distinction between rules and standards allows us to capture the costs at stake in the philosophical controversies on regulatory evidence. There are, indeed, good a priori arguments about the superiority of standards of evidence in the detection of safety and efficacy. And there are equally good a priori proposals on how to organize impartial committees to carry out such deliberation. Framing the decision in terms of the costs of implementing these ideals allows us to grasp the actual trade-offs that regulatory authorities should make: there is only a limited amount of resources for them to use. It is possible that RCT-based rules have offered, so far, a cost-effective way of protecting patients, if their safety is defined in terms of market withdrawals. In any case, our regulatory experience provides an empirical benchmark for other alternatives. We suggest that we need instead to test these alternatives in a pilot committee. As it has often happened in the past, philosophy has been good at setting up ideals, but philosophers of science may find that reality does not live up to them.
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